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Abstract

We present a simple scheme which enables a TCP receiver to distinguish congestion losses from corruption losses. The scheme works in the case where the last hop to the receiver is a wireless link and has the smallest bandwidth among all links on the connection path. We added our mechanism to TCP-Reno to evaluate the performance improvement. We compared our scheme against Ideal TCP-Reno which is TCP-Reno that can perfectly (but artificially) distinguish between congestion losses and wireless transmission losses. Under favorable conditions, our scheme performs similar to Ideal TCP-Reno and can lead to significant throughput improvement.

1 Introduction

TCP is a popular protocol for reliable data delivery in the Internet. TCP is robust in that it can adapt to disparate network conditions [11]. In recent years, wireless environments with transmission errors are becoming more common. Therefore, there is significant interest in using TCP over wireless links [15, 4, 8, 5, 4, 3, 9]. Previous work has shown that, unless the protocol is modified, TCP may perform poorly on paths that include a wireless link subject to transmission errors. The reason for this is the implicit assumption in TCP that all packet losses are due to congestion. Whenever a TCP sender detects a packet loss, it activates congestion control mechanisms [11] (these mechanisms reduce sender’s window in response to the packet loss, reducing throughput temporarily). Taking congestion control actions may be appropriate when a packet loss is due to congestion, however, it can unnecessarily reduce throughput if packet losses happen to be due to wireless transmission errors.

Past proposals for improving performance of TCP over wireless require some cooperation from an intermediate node on the path from the sender to the receiver [3, 4, 5, 16, 2, 10]. Our interest is in mechanisms that do not require intermediate hosts (i.e., any host other than the sender or the receiver) to take any TCP-specific actions. Such mechanisms are particularly useful when the IP traffic is encrypted, or when incorporating TCP-awareness in intermediate nodes is not feasible.

Ideally, it would help if the sender could differentiate between packet losses due to congestion from the packet losses due to wireless transmission errors, using some end-to-end technique (that does not get any help from any intermediate host). Once a sender knows that the packet loss is due to congestion or corruption, it can respond appropriately. We previously [7] tried to adapt some well-known congestion avoidance schemes to enable the sender to distinguish between the two types of packet losses. That approach did not always yield good results. With the cumulative acknowledgement used by TCP, the sender does not know exactly which packets are lost. The receiver has a better view of the losses: it knows exactly which packets are lost. This observation led us to consider schemes which can enable the receiver to distinguish between congestion losses and transmission error losses.

In this paper, we present our scheme and measure its ability to distinguish congestion error losses from wireless transmission error losses. We use simulation to study this ability of discrimination. Then, we modify TCP-Reno to integrate our scheme and study the throughput enhancement induced. The TCP-Reno modified with our scheme will be called TCP-Aware. We compare the performance of our
scheme, TCP-Aware, with an Ideal TCP-Reno sender which can perfectly distinguish congestion losses from wireless transmission losses. The Ideal TCP-Reno sender is implemented artificially such that the TCP sender has a perfect knowledge of the real cause of a packet loss.

This paper is organized as follows. Section 2 presents the proposed scheme. Simulation model and simulation results on the ability of our scheme to distinguish losses are discussed in Section 3. Section 4 is dedicated to the performance study of TCP using our scheme. Conclusions and further work are presented in Section 5.

2 The Proposed Scheme

In this section, we first present the model of environment in which our scheme works well and then describe our scheme and show why such an environment is favorable.

2.1 The Model

TCP connections may traverse wireless links in several scenarios, as illustrated in Figure 1 - a solid line in this figure depicts a wired link, and a dashed line depicts a wireless link. In Figure 1(a), only the last hop is wireless; this scenario typically occurs when a mobile host communicates with a fixed host. In this case, the mobile host is connected with a base station via a wireless link. As shown in Figure 1(b), intermediate links may also be wireless. This situation can occur, for instance, when the path includes a satellite hop. Other scenarios shown in Figure 1 also occur in practice. In this paper, we consider only the scenario shown in Figure 1(a) where the sender is on the wired network and the receiver is connected via the wireless link. Moreover, we assume that the wireless link is the bottleneck for the connection. The assumption that the wireless link is the bottleneck is often valid in cellular environments. If the wireless link is the bottleneck for the connection, then the packets tend to queue up at the base station. Therefore, most of the packets are sent back to back on the wireless link. This last characteristic is the key to the simple heuristic we developed to distinguish packet losses due to transmission errors from congestion losses on the wired network. We now describe our heuristic.

2.2 Packet Inter-Arrival Time as the Discriminator

We describe in this section a scheme which allows the receiver to discriminate between transmission losses and congestion losses. For the sake of simplicity, we assume that the processing time at the base station and at the receiver is negligible. We also assume that:

- only the last link on the path is wireless.
- the wireless link is the bottleneck for the connection
- the sender performs a bulk data transfer

Because the wireless link is the bottleneck, the base station will typically buffer more than one packet that is destined to the receiver. Now consider three situations, as illustrated in Figure 2. The figures show three scenarios that may occur when the sender sends packets 1, 2 and 3 to the receiver. In Figure 2(a), none of the packets are lost. Therefore, the receiver receives all of the packets. In this case, the “packet inter-arrival gap”, or the time between arrival of consecutive packets, is approximately equal to the time T required to transmit one packet on the wireless link - in practice, the inter-arrival gap can vary due to other factors, including queueing delay. Note that the time of arrival of a packet is the time when all bits belonging to the packet have been received by the receiver. Now, consider Figure 2(b) which shows that packet 2 is lost when transmitted over the wireless link. In this case, the time between the arrival of the two packets received by the receiver (i.e., packets 1 and 3) is 2T, since packet 2 (lost due to transmission) uses the wireless link for T time units. Now consider the third possibility shown in Figure 2(c). Here, assume that packet 2 is lost due

Note that the sender sends packets 1, 2 and 3 at irregular intervals. At the router, the delay between packets may be modified due to the cross traffic and the queueing policy of the router. But, at the base station, the packets are sent back to back because the wireless link is the slowest link along the path for the connection.
to queue overflow (congestion) at the intermediate router. In this case, the inter-arrival gap between packets 1 and 3 will be comparable to $T$ (this holds true if packet 3 arrives at the base station either before, or just after, the base station has transmitted packet 1). When packet 2 is lost and packet 3 arrives at the receiver, packet 3 is called an out-of-order packet. Based on above observations, we have developed the following heuristic:

- Let $T_{\text{min}}$ denote the minimum inter-arrival time observed so far by the receiver during the connection.
- Let $P_o$ denote an out-of-order packet received by the receiver. Let $P_i$ denote the last in-sequence packet received before $P_o$. Let $T_g$ denote the time between arrivals of packets $P_o$ and $P_i$. Finally, let the number of packets missing between $P_i$ and $P_o$ be $n$ (assuming that all packets are of the same size).

If $(n+1)T_{\text{min}} \leq T_g < (n+2)T_{\text{min}}$, then the $n$ missing packets are assumed to be lost due to wireless transmission errors. Otherwise, the $n$ missing packets are assumed to be lost due to congestion.

Note that the condition for identifying a packet loss as a wireless loss is quite restrictive. The reason is that it is preferable, for the sake of the network, to mistake a wireless loss for a congestion loss, rather than the opposite. Of course, there are many scenarios for which this heuristic will be defeated. Our preliminary measurements show that our heuristic works in the case when the wireless link has the lowest bandwidth.

To evaluate our scheme, we will measure the accuracy of discrimination of our heuristic. We use two simple and natural metrics:

$$A_c : \text{accuracy of congestion loss discrimination}$$

$$A_w : \text{accuracy of wireless loss discrimination}$$

$A_c$ is defined as the ratio of the number of congestion losses correctly identified over the total number of congestion losses. For instance, if 100 congestion losses occurred and our heuristic identified them correctly 75 times, then the accuracy $A_c$ is 0.75. $A_w$ is similarly defined, but for wireless transmission error losses.

3 Performance Evaluation

3.1 Simulation Model

We evaluate our scheme using the simulation tool ns-2 (version 2.1b1) [1] from Berkeley. Figure 3 depicts the topology used. The topology is simple and yet serves our purpose. We have a TCP connection from the fixed host to the wireless host. We use the Reno agent from ns-2 for the TCP connection. This connection shares the link $R_1 \leftrightarrow R_2$ with a cross traffic issued by four Traffic/Expoo [1] agents. The traffic flows from the sources CBR to the sinks SINK$_i$ ($i = 0, 1, 2, 3$). The Traffic/Expoo agent from ns-2 [1] is a constant-bit rate (CBR) source with idle time and busy time exponentially distributed with mean 0.1 sec. UDP is used for this type of source. All the links in Figure 3 are labeled with a (bandwidth, propagation delay) pair. Note that propagation delay does not include transmission time or queueing delays. The link between the router $R_2$ and the wireless host is wireless. This link has a transmission error rate $r_w$ which will take the values from 1% to 5%. $r_w$ is measured as a fraction (or percentage) of packets lost due to wireless transmission errors. In this paper, we set the propagation time from $R_2$ to the wireless host to 1 ms. Similarly, the four links from $R_2 \rightarrow$ SINK$_i$ have a propagation time of 1 ms. All other links are wired with a bandwidth $bw_1$ and a propagation delay $\delta$. The propagation delay $\delta$ takes the values 1 ms, 8 ms and 18 ms such that the round trip propagation time varies from 6 ms to 74 ms.

![Figure 3. Simulation Model](image)

3.2 Methodology

The objective is to set a TCP connection between a fixed host and a wireless host. This connection has to contend with a random cross traffic to share the link $R_1 \rightarrow R_2$. This contention will generate congestion losses. Let $r_c$ denote the congestion loss rate for the TCP connection. For each set of parameters $r_w$, $r_c$, $bw_1$, $bw_2$, and $\delta$, the simulation has two phases. The first phase is used to determine the right rate $pk_r$ for the Traffic/Expoo agent to produce a given congestion loss rate $r_c$. When the rate $pk_r$ is known, the second phase begins: we set the rate for the Traffic/Expoo agent to $pk_r$ and run, 10 times, one long-lived TCP connection (300 to 1000 seconds). Note that each simulation starts with a warm-up period of 100 sec during which only the CBR sources are active. After the warm up
period, the TCP connection starts after a random period between 0 and 20 ms. For each run, we measure the accuracies of discrimination $A_c$ and $A_w$.

### 3.3 Simulation Results

We conducted simulations varying these parameters:

- the congestion loss rate $r_c$ takes values 1% to 5%
- the transmission error loss rate $r_w$ takes values 1% to 5%
- the wired bandwidth $bw_1$ takes values 64 Kbits/s, 128 Kbits/s, 256 Kbits/s, 512 Kbits/s, 1 Mbits/s and 2 Mbits/s
- the wireless bandwidth $bw_2$ takes values 64 Kbits/s, 128 Kbits/s, 256 Kbits/s, 512 Kbits/s, 1 Mbits/s and 2 Mbits/s
- the round trip propagation $T_p$ time takes values 6 ms, 34 ms and 74 ms.

For each set of parameters $r_c$, $r_w$, $bw_1$, $bw_2$, and $T_p$, we measured the accuracy $A_c$ for congestion losses and the accuracy $A_w$ for wireless transmission errors. Figures 4 and 5 present the accuracies $A_c$ and $A_w$ with $r_c = 1\%$ and $r_w = 1\%$. Figure 4 plots the accuracy $A_c$ of congestion losses for 4 different values (64 Kbits/s, 256 Kbits/s, 512 Kbits/s, and 2048 Kbits/s) for the bandwidth $bw_2$ on the wireless link. The four curves in Figure 4 correspond to the four values of $bw_2$. The x-axis, with a logarithmic scale (base 2), represents the bandwidth $bw_1$ on the wired links. Figure 5 plots similarly the accuracy $A_w$ of wireless transmission errors. Two factors determine the accuracies $A_c$ and $A_w$:

- the ratio, $\frac{bw_1}{bw_2}$,
- the overall loss rate $r_c + r_w$ when $\frac{bw_1}{bw_2} < 1$

When $\frac{bw_1}{bw_2} > 1$: When $\frac{bw_1}{bw_2} > 1$, the accuracy of transmission losses $A_w$ increases as the ratio $\frac{bw_1}{bw_2}$ increases. As we noted earlier, the larger is the ratio $\frac{bw_1}{bw_2}$ and larger will be the likelihood of packets buffering at the base station. Therefore the scheme is more efficient as the ratio $\frac{bw_1}{bw_2}$ increases.

When $\frac{bw_1}{bw_2} \approx 1$: Now, if the ratio $\frac{bw_1}{bw_2}$ is close to one then the packets can be equally likely at the sender, at the router $R_1$, or at the base station $R_2$ output buffers. Therefore, it is rare that packets are sent back to back from the base station. In this case, the accuracy $A_w$ losses is small.

When $\frac{bw_1}{bw_2} < 1$: The packets are buffered at the sender and the router $R_1$ output buffers. The link $R_1 \rightarrow R_2$ is the bottleneck. In this case, the minimum inter-arrival time is equal to the service time at router $R_1$. A wireless loss cannot be diagnosed reliably and accurately because the inter-arrival does not depend on the transmission time over the wireless link. Moreover, congestion losses may be mistakenly diagnosed as wireless losses. We show, in the following, that the smaller is the overall loss rate $r_c + r_w$, larger will the fraction of congestion losses mistakenly diagnosed as wireless loss.

In Figure 6, we consider an overflow situation at a router. Cross traffic packets are black, TCP packets are white and numbered 1, 2, and 3 (other “dashed” packets in the queue are from other traffic not of interest here). The TCP packet
number 2 is dropped because of queue overflow. Figures 6(a) and 6(b) differ only by the number of cross traffic packets between the two TCP packets 1 and 3. In Figure 6(a), there is only one cross traffic packet between TCP packets 1 and 3. In this case, our criteria may mistake this congestion loss for a wireless loss because the interarrival between packets 1 and 3 is more than twice the transmission time. If packets 2 and 3 are sent back to back, the loss will definitely be mistaken as a wireless loss. In Figure 6(b), there are two cross traffic packets between TCP packets 1 and 3. The interarrival time between packets 1 and 3 at the receiver is larger than three times the service time at router $R_1$. In this case, the loss of TCP packet 2 will be diagnosed correctly (This remains valid for 2 or more cross traffic packets between TCP packets 1 and 3). The case depicted in Figure 6(a) is more likely to happen than the second case depicted in Figure 6(b) if the cross traffic is lighter than the TCP traffic, i.e., if the congestion loss rate $r_c$ is low or the overall loss rate $r_c + r_w$ is low. This is clearly illustrated by the plots in Figures 4 and 5. In Figures 4 and 5 ($r_c = 1\%$ and $r_w = 1\%$), we observe that, when the ratio $\frac{b_{\text{wired}}}{b_{\text{w}}} < 1$, $A_w$ increases and $A_c$ decreases. This is due to the fact that most congestion losses are mistakenly diagnosed as wireless losses.

Now, if a packet $p$ is lost on the wireless link, this loss will be diagnosed as wireless provided that packets 1, 2 and 3 are sent back to back on the link $R_1 \rightarrow R_2$. Therefore, most of the losses (due to congestion or transmission) are diagnosed as transmission losses.

When the congestion loss rate $r_c$ increases or if the overall loss rate $r_c + r_w$ increases, the situation in Figure 6(b) is more likely to happen than the one in Figure 6(a). Therefore, most losses are diagnosed as congestion losses when the ratio $\frac{b_{\text{wired}}}{b_{\text{w}}} > 1$. With $r_c = 5\%$ and $r_w = 1\%$, in Figures 7 and 8, the overall loss rate for the TCP connection is 6%. When the ratio $\frac{b_{\text{wired}}}{b_{\text{w}}} < 1$, most losses are diagnosed as congestion losses. Therefore, $A_c$ is high and $A_w$ is low. When the ratio $\frac{b_{\text{wired}}}{b_{\text{w}}} > 1$, the accuracy $A_w$ for the wireless losses increases as the ratio $\frac{b_{\text{wired}}}{b_{\text{w}}} > 1$. The accuracy

![Figure 6. Congestion losses](image)

![Figure 7. Accuracy $A_c$ ($r_c=5\%, r_w=1\%$)](image)

![Figure 8. Accuracy $A_w$ ($r_c=5\%, r_w=1\%$)](image)


4 TCP Performance Using Our Scheme

In this section, we evaluate through simulation the throughput improvement when using our scheme with TCP-Reno for long lived TCP connections. Hereafter, TCP-Reno modified by our scheme will be designated as TCP-Aware. We compare the performance of our scheme against the performance of an ideal TCP-Reno sender. The ideal TCP-Reno sender is a TCP sender which has artificially a perfect knowledge of the real cause of a packet loss.

4.1 Simulation model

We use a topology similar to the one in Figure 3. The only difference is that we have 4 fixed hosts and 4 wireless hosts as depicted in Figure 9. There is one TCP connection between each pair of fixed and wireless hosts. The 4 TCP connections share the link \( R_1 \leftrightarrow R_2 \) with a cross traffic issued by four \( Tr af fic/Ex po o \) [1] agents which are exactly the same as in Section 3. The links between the router \( R_3 \) and the wireless hosts are wireless. These links have a bandwidth \( bw_2 \) which takes values 64 Kbits/s, 256 Kbits/s, 1 Mbits/s, 2 Mbits/s, and 8 Mbits/s. This link has a transmission error rate \( r_w \) which will take the values from 1%, 3%, and 5%. The bandwidth \( bw_2 \) takes values 64 Kbits/s, 256 Kbits/s, 1 Mbits/s, 2 Mbits/s, and 8 Mbits/s. The propagation delay \( \delta \) takes the value 12 ms such that the round trip propagation time takes a value of 50 ms. This represents a typical value of round trip propagation time on WANs.

4.2 Methodology

The objective is to set 4 TCP connections between 4 fixed hosts and 4 wireless hosts. These connections have to contend against each other and against the random cross traffic to share the link \( R_1 \leftrightarrow R_2 \). This contention will generate congestion losses.

We study the performance of our scheme under light \((r_c = 1 - 2\%)\), mild \((r_c = 3 - 4\%)\) and heavy \((r_c \geq 5\%)\) congestion. We set the level of congestion by choosing the rate \( pr \) of the random sources simulated by the \( Tr af fic/Ex po o \) agents. We set the rate \( kr \) of the random sources such that the overall random cross traffic represents 10\% (light congestion), 60\% (mild congestion), or 120\% (heavy congestion) of the bandwidth of the bottleneck link \( R_1 \leftrightarrow R_2 \). For each set of parameters \( r_w \), \( bw_1 \), and \( bw_2 \), we start the random sources for a warm-up period of at least 100 seconds before opening the TCP connections. Each TCP connection starts independently and randomly between 0 to 20 milliseconds after the end of the warm-up period. Each TCP connection lasts between 300 to 1000 seconds depending on the values of the bandwidths \( bw_1 \) and \( bw_2 \). We perform 30 such simulations for TCP-Reno, TCP-Aware, and Ideal TCP-Reno. For each version of TCP (TCP-Reno, TCP-Aware and Ideal TCP-Reno), we compute the average throughput of all connections over all 30 simulations. In this paper, we report the ratio \( R_A \) of the average throughput obtained using TCP-Aware over the average throughput obtained with TCP Reno. This ratio measures the performance improvement using our scheme (if any). In order to evaluate this improvement, we compute also the ratio \( R_T \) of the average throughput obtained using Ideal TCP-Reno over the throughput obtained using TCP Reno. The ideal TCP-Reno sender has perfect knowledge of the cause of a loss. Therefore, the ratio \( R_T \) represents the highest improvement we can bring to TCP-Reno by perfectly distinguishing congestion losses from wireless transmission losses. The next section presents our results.

4.3 Simulation Results

Objective of our simulation experiments is two-fold: (a) determine the magnitudes of improvement achieved using
TCP-Aware and Ideal TCP-Reno through $R_A$ and $R_I$, and (b) determine the variations in these metrics $R_A$ and $R_I$ as a function of network parameters (such as $bw_1$, $bw_2$, $\tau_w$, and the level of congestion). For lack of space, we present only the set of results where the wireless transmission error rate $\tau_w$ is held constant at 1%. We present two plots. For each plot, we held the congestion level constant: the congestion level may be mild ($r_c = 3 - 4\%$), or heavy ($r_c \geq 5\%$). Plots for light congestion ($r_c = 1 - 2\%$) are similar to those with mild congestion.

### 4.3.1 Wireless Transmission Error Loss $\tau_w = 1\%$

Figures 10 and 11 present results for the case when the wireless transmission error rate $\tau_w$ is held constant at 1%. For each graph, the $x$-axis represents the wired bandwidth $bw_1$. Each graph displays 4 plots:

- two plots for $R_A$ (TCP-Aware) where $bw_2$ is held constant at 256 Kbits/s and 1 Mbits/s, respectively.
- two plots for $R_I$ (Ideal TCP-Reno) where $bw_2$ is held constant at 256 Kbits/s and 1 Mbits/s, respectively.

![Figure 10. Performance improvement with $\tau_w = 1\%$ for mild congestion](image)

The plots for light congestion, which can be found in [6], are similar to those for mild congestion.

We observe that the improvement is marginal for both TCP-Aware and Ideal TCP-Reno senders when we have light to mild congestion. There is no significant improvement when congestion is heavy.

Two factors are determinant in the performance improvement we can expect from the Ideal TCP-Reno. The first factor is the ratio $\frac{\tau_w}{r_c}$. The second factor is the bandwidth-delay product.

![Figure 11. Performance improvement with $\tau_w = 1\%$ heavy congestion](image)

An approximation of the long range throughput derived in [12, 14] can help explaining qualitatively the results and the general trends of our results. A simpler derivation of this approximation can be found in [13]. The long range throughput $T$ can be approximated as

$$T = \frac{MSS}{RTT} \frac{C}{\sqrt{p}}$$

where $MSS$ is the maximum segment size, $RTT$ is the round trip time (assumed constant), $p$ is a constant probability of random loss, and $C$ is a constant. This approximation is based on the fact that the congestion window size is halved after every packet loss, neglecting the details of TCP data recovery and retransmission. If a TCP connection experiences congestion losses with rate $r_c$ and wireless transmission losses with rate $\tau_w$, its long range throughput $T_{TCP}$ may be approximated with $T_{TCP} = \frac{MSS}{RTT} \frac{C}{\sqrt{r_c + \tau_w}}$.

Now, the Ideal TCP-Reno halves its congestion window only when a congestion loss occurs. Therefore, its long range throughput $T_{Ideal}$ may be approximated as $T_{Ideal} = \frac{MSS}{RTT} \frac{C}{\sqrt{\tau_w}}$. Therefore the ratio of improvement may be approximated as

$$\frac{T_{Ideal}}{T_{TCP}} = \sqrt{1 + \frac{\tau_w}{r_c}}$$

This approximation shows that the improvement increases with $\tau_w$ and decreases with $r_c$. The ratio $\frac{\tau_w}{r_c}$ is a determinant factor of the improvement we can expect from an Ideal TCP-Reno. Recall that in Figures 10 and 11, the wireless transmission error loss rate $\tau_w$ is held constant at 1%. As congestion increases, the improvement induced by Ideal TCP-Reno decreases. Moreover, when congestion is
low ($\tau_c = 1 - 2\%$), the approximation implies that the improvement should be between 1.22 and 1.4. The plots on Figure 10 and 11 for low congestion show that the improvement remains below these values. This is due to the fact that the bandwidth-delay product is low.

The second factor affecting performance is the bandwidth-delay product. When the bandwidth-delay product is small, the Ideal TCP-Reno cannot achieve significant performance improvement. To illustrate this, let us consider the plots for which $bw = 256 K$bits/s. For all the plots presented, the round trip propagation delay is 48 ms. Therefore, the bandwidth-delay product is at most 1536 bytes ($\approx 1.5$ packet with packet size of 1000 bytes). There is no need of high window size to keep the pipe full. However, a high window size may increase the likelihood of triggering the fast-retransmit mechanism (avoiding time-outs). When $bw = 256$ Kbits/s, we observe on all plots that the improvement due to Ideal TCP-Reno is low (less than 1.05). When $bw = 1$ Mbits/s, the improvement in throughput may be significant (more than 3). Note that our scheme TCP-Aware performs similar to Ideal TCP-Reno. Sometimes, the performance of our protocol is actually better than Ideal TCP-Reno – this difference is due to two factors: (a) statistical variations, and (b) our protocol does not back off for all congestion losses when $R_c < 1$.

Results and discussions for $\tau_c = 3\%$ and $\tau_c = 5\%$ are similar to those with $\tau_c = 1\%$. They are omitted here for lack of space and can be found in [6].

5 Conclusion and further work

We studied a simple heuristic to distinguish between packet losses due to wireless transmission error from packet losses due to congestion. This heuristic works best when (i) last hop for the connection is wireless, (ii) the bandwidth of the wireless link is much smaller than the bandwidth of the wired link, and (iii) the overall packet loss rate is small. These conditions are often true in practice, particularly in cellular environments.

We added our scheme to TCP-Reno to distinguish the two types of losses. We compared through simulations the performance of our scheme with an unimplementable Ideal TCP-Reno which can perfectly, but artificially, diagnose the cause of a packet loss. The preliminary results with 4 TCP connections sharing a common bottleneck show that our scheme performs similarly to Ideal TCP-Reno except when the wireless error loss is high and congestion is not heavy. Now, we plan to use this heuristic with TCP and study the impact on the TCP performance under different scenarios (different round trip times, queue size, etc.). We aim to refine this heuristic to work with a shared wireless link with many connections competing for the wireless link as in Wavelan.
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