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As wireless devices are more widely used, it is clear that sedty and energy consumption are major
concerns. From a energy perspective, it is increasingly egent that marginal gains in battery energy density
necessitate energy e cient protocols. In the security ream, growth in the value and amount of information
being transmitted over wireless channels demands con derlity and integrity.

In the energy e ciency domain, this dissertation focuses onthe wireless interface since this has been
identi ed as a major source of energy consumption on devicesuch as sensors. Within this domain, many
previous approaches propose using xed listening and sleépy intervals regardless of the network conditions.
We propose adaptive listening and sleeping techniques wherthese intervals are adjusted based on obser-
vations of tra ¢ patterns and channel state. Another shortc oming of many power save protocols is that
they wastefully listen for entire packets as a wake-up signk In this dissertation, we propose carrier sensing
techniques that reduce the cost of checking for such signals

In the security domain, this dissertation looks at key distribution in wireless sensor networks. Because
such devices may face severe resource constraints, symrmietkeys are used since public-key cryptography may
be infeasible. Previous approaches to this problem includ&ey predistribution, and broadcasting plaintext
keys, under the assumption that few eavesdroppers are preseduring key discovery. However, drawbacks
to these approaches include poor secure connectivity or degded security when several eavesdroppers are in
the network. Our work exploits the underlying wireless chamel diversity to address the problem. In doing
so, our key distribution protocol e ectively addresses thedrawbacks of previous techniques.

The major contributions of this dissertation are: (1) leveraging multiple channels to improve the con-
nectivity and security of key distribution, (2) proposing a daptive power save mechanisms to reduce energy
consumption, and (3) improving power save protocols by usig carrier sensing to enhance their energy e -

ciency.
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Chapter 1

Introduction

The use of wireless networks in our society is increasing at epid pace. The number of 802.11 [7] hotspots
is expected to have a 31.5% compound annual growth rate durip a four year period [8]. RFID production
is projected to increase by a factor of 25 in the next four yeas [9]. During a ve year period, the number
of Bluetooth devices expects a 60% compound annual growth ta [10]. TinyOS [11], a popular open-source
sensor operating system, typically has between 50 and 200 dwloads per day [12].

Most existing wireless networks aresingle hop which means that devices communicating wirelessly are
within range of each other. By contrast, multihop wireless networks may transmit packets over multiple
wireless hops before reaching their nal destination. Whik single-hop wireless networks are widespread,

multihop networking o ers several additional advantages:

Cost of Deployment: Installing network wiring can be expensive. Their is a labor cost that often
includes burying or running wires through walls, oors, or the ground. In addition, there may be
costs associated with considerations such as ownership ofi¢ property across which the wires need
laid, preservation of historical structures, and conservéion of environmentally protected areas. By
contrast, wireless infrastructure can be cheaper and lesswasive to deploy. O -the-shelf wireless
routers can be used to extend the infrastructure hundreds ofmeters. Mesh networking [13] is an area

of research that aims to do just that.

Rapid Deployment: When the wire infrastructure is destroyed or unavailable, wireless networks can be
used to quickly extend the reach of the wired infrastructureto areas of need. An example is military
applications where a temporary network must be set up quicky. Another illustration is improving

network coverage in a disaster area. This was attempted by soe wireless enthusiasts in the wake of
hurricane Katrina [14]. Vehicular [15,16] and underwater retworks [17] are two more applications where

wired communication may be impossible and, hence, are condive to multihop wireless networking.



Sensors [18] are another example that may bene t from quickt deployed networks that can monitor

the environment and/or detect events.

Capacity Improvement: In a single-hop network, the capacity available to each nodewill decrease
linearly with the size of the network. That is, given a channd bitrate of W and N nodes in the network,

the maximum available capacity per node will be%. In a seminal work on multihop wireless networks,
Gupta and Kumar [19] showed that the per node capacity in a mutihop environment decreases with
the square root of the number of nodes (i.e.O pWW ). Thus, we can observe aO(p N) improvement

in the available capacity per node by using multihop wireles networks (as compared with single hop
networks). Intuitively, this occurs because multiple communications can occur simultaneously among

non-interfering pairs of nodes.

However, despite their promise, there remain research chi@nges associated with multihop wireless net-
works. Some issues include improving reliability, increaisig throughput, and providing incentives to e ciently
share resources. In this dissertation we focus on two areag omportance: energy e ciency and security.

As wireless devices are more widely used, clearly securitynd energy consumption are major concerns.
From an energy perspective, it is increasingly evident thatmarginal gains in battery energy density necessi-
tate energy e cient protocols. In the security realm, growt h in the value and amount of information being
transmitted over wireless channels demands con dentialiy and integrity. Both are problems that need to be

addressed if ubiquitous wireless networks are to become aatky.

Energy E ciency: The necessity of energy e cient protocols for wireless dewes is motivated by the fact
that battery capacity has improved at a much smaller rate than that of other wireless device components.
This trend is quanti ed in Table 1.1, that shows the relative improvement over a decade of various laptop
components. While all of the other major components of the Iptop showed one to three orders of magnitude
improvement, the battery energy density increased by only adisappointing factor of less than three. The
problem of available energy is further exacerbated by trend toward smaller devices (e.g., cell phones, sensors,
lightweight laptops) which will have less available physial space for batteries. Thus, it is safe to assume
that energy-constrained devices are a reality for the foreseable future and that wireless protocol designers
must cope with this rather than hoping for Moore's Law improvements in available energy.

In this work, we aim to reduce the energy consumption of the wieless networking interface by modifying
network protocols. Table 1.2 shows an experimental energyneakdown, by component, for data tra c on
a laptop and voice trac on a cell phone. From this, we see that reducing the wireless interface energy

consumption is only one aspect of a comprehensive solutiorowvards energy e cient wireless devices that
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Table 1.1: Improvement of various laptop components betwee 1990 and 2001 [20{22].

Laptop Component Relative Improvement from 1990 to 2001
Disk Capacity 1200
CPU Speed 393
Available RAM 128
Wireless Transfer Speed 18
Battery Energy Density (J/kg) 2.7

also requires research in the areas of architecture, operiag systems, and application design [23]. Though
our design techniques are applicable to multihop wireless etworks in general, we note that our work is
particularly bene cial for devices with no display (e.g., sensors) or small displays (e.g., cell phones, iPods,

PDAs). Table 1.2 shows that the wireless interface energy assumption of such devices can account for over

60% of the device's overall energy usage.

Table 1.2: Fraction of energy used by device components foriégrent hardware and tra ¢ [24].

| || Data Trac on a Laptop | Voice Trac on a Cell Phone |
Display 45% 2%
Transmit 5% 24%
Receive/ldle 10% 37%
CPU 40% 37%

Wireless interfaces often have four power levels correspdimg to the following states: transmitting,
receiving, listening, and sleeping. Typically, the power equired to listen is about the same as the power
to receive. The power to transmit is generally slightly higher than the receive/listen power. However, the
sleep power is usually one to four orders of magnitude less #ém the receive/listen power. For Mica2 Mote
sensors [25], these power levels are shown in Table 1.3. Thus save energy, the interface should sleep as

much as possible when it is not engaged in communication.

Table 1.3: Characteristics of a Mica2 Mote radio [25].

Radio State Power Consumption (mW)
Transmit 81
Receive/ldle 30
Sleep 0.003

Motivated by the large reduction in energy consumption that is possible from entering the sleep state,

we focus onpower save protocols Our work looks at three techniques to improve energy e ciency in power

save protocols:



Carrier Sensing for Energy-E cient Signaling: Many power save protocols wastefully check for wake-
up signals by listening to the channel on the order of the timeit takes to receive a packet. In Chapter 3,

we explore the use of carrier sensing to reduce the energy csumption of such protocols.

Adaptive Energy-Saving Protocols: A common design used in both 802.11 [7] and sensor protocol3, P6]
is to use xed listening and sleeping intervals regardless fothe network environment. Building on our
previous work [27{29], in Chapter 4 we propose methods to dyamically adjust these intervals in

response to indicators such as the sending rate and desiredténcy.

Energy-E cient Broadcast Dissemination: Prior to our work, doing a broadcast ood in a power save
network gave a designer only two choices: a low-latency, higenergy ood or a high-latency, low-energy
ood. We provide a framework to allow more ne-grained control where the broadcast latency can be
lowered to a desirable level without immediately resortingto the highest energy state. Thus, devices

can save more energy while still providing an acceptable lancy for a broadcast dissemination.

Security:  Multihop wireless networks give rise to a new set of securityand privacy issues. The most
obvious di erence is the ease with which the channel can be easdropped. With wired networks, it takes
signi cantly more skill to nd and access a network cable, sdice it, and interpret its signals. With wireless

networks, even so-called \script kiddies" with little hacking expertise can download programs to tap the
wireless channel and view packets [30, 31].

This real-world implications of this problem were greatly exacerbated when a fundamental aw was
discovered in 802.11's security protocol, WEP, by Fluhrer,Mantin, and Shamir [32] that allows the network
key to be discovered by sni ng encrypted packets. A popular implementation of this attack, AirSnort [33],
requires about 5-10 million packets to be overheard to craclhe key, but other tools, such as aircrack [34] use
statistical methods to signi cantly reduce this number to t he order of hundreds of thousands of packets on
average. Additionally, these tools can use packet injectio techniques to actively force a vulnerable network
to generate more packets for collection. Even with the WPA potocol that replaces WEP, many users remain
vulnerable to standard dictionary-based password attackghat circumvent encryption.

A second issue with multihop wireless networks is that devies may be pushed farther away from a
trusted infrastructure. Thus, protocols must allow nodes to establish security among neighbors and multihop
endpoints without having a direct connection to a trusted ertity.

Finally, the resource constraints of many devices may reque new techniques to provide security and

privacy. On wired networks, public-key cryptography has besn extremely e ective in creating a secure



system of communication. However, the hardware used for seors may have the resources to do only
symmetric key operations which are orders of magnitude more cient.

Our work looks at the problem of key distribution in the context of wireless sensor networks where
devices are resource-constrained, can do only symmetric kecryptography, and cannot communicate with
a trusted source after deployment. Shared keys are fundameal in providing con dentiality and integrity
of data packets in such systems. In Chapter 6, we propostveraging the channel diversity available in
wireless networks for key distribution Our work exploits the underlying wireless channel diversty to address
the problem. In doing so, our key distribution protocol e ectively addresses drawbacks in connectivity and
attacker resilience of previous techniques. Additionally we look at using path diversity to further improve

security.

1.1 Main Contributions
The main contributions of our work are as follows:

We propose carrier sensing techniques to improve the energg ciency of power save protocols and
demonstrate its use with both in-band and out-of-band protocols (these terms will be de ned in Chap-

ter 2).

We propose adaptive sleeping and listening for in-band praicols to reduce energy consumption. This

compliments our earlier work of adaptive sleeping for out-é-band protocols [27{29].

We propose a probabilistic approach for broadcast dissemation that allows a tradeo in energy, la-
tency, and reliability. This gives users ne-grained control of these metrics to reduce energy consump-
tion while maintaining a desired latency and reliability. W e implemented our protocol in TinyOS [11]

to demonstrate its e ectiveness on sensor hardware.

We propose using the underlying channel diversity to improe security in resource-constrained networks.
We design a protocol for symmetric key distribution that improves connectivity and resilience to

adversaries when compared with previous work.

1.2 Dissertation Outline

In Chapter 2, we review past work related to our dissertation In Section 2.1, we discuss power save

protocols and describein-band, and out-of-band protocols. In Section 2.2, we give an overview of protocols



for the e cient propagation of broadcasts. Section 2.3 reviews work in symmetric key distribution for sensor
networks.

In Chapter 3, we propose carrier sensing techniques to impk@ energy e ciency. In particular, we observe
that the energy nodes spend listening to detect a signal to wiee up can be signi cantly reduced by using the
carrier sensing capabilities. We demonstrate how this techique can be used to augment both synchronous
and out-of-band protocols.

Chapter 4 explores methods of adaptive energy saving. By dyemically adjusting listening and sleeping
intervals, we reduce the energy consumption of in-band praicols (our previous work addressed adaptive
techniques for out-of-band protocols [27{29]). We look at oth link layer and network layer protocols.

In Chapter 5, we quantify the e ects on energy-saving on the atency and reliability of applications which
propagate information via multihop broadcast. We develop asimple, lightweight protocol that can augment
existing power save protocols to achieve a desired tradeo mong energy, latency, and reliability. This allows
broadcast propagation to be energy e cient while still achieving a desired latency and reliability. We also
describe our implementation of the protocol in TinyOS [11].

In Chapter 6, we develop a protocol for symmetric key distribution to address security in multihop
wireless networks. Our approach leverages the underlyinghannel diversity to create pairwise symmetric
keys that, with high probability, are known to only the two co mmunicating nodes. Our results demonstrate
that the protocol performs well in connectivity and resilience to adversary devices.

Chapter 7 concludes the dissertation and o ers some directins for future work.



Chapter 2

Related Work

In this chapter, we discuss related work for power save and kedistribution in multihop wireless networks.

In Section 2.1, we give an overview of the power save problenmd de ne in-band and out-of-band protocols
in Section 2.1.1. In Section 2.1.2 and Section 2.1.3, we foswn related work for our carrier sensing and
adaptive energy saving techniques, respectively. SectioR.2 reviews previous work in e cient broadcast

propagation. We discuss key distribution in sensor networls in Section 2.3.

2.1 Power Save Protocols

The fundamental question power save protocols seek to answis: When should a radio switch to sleep mode
and for how long? In Section 2.1.1, we broadly categorize protocols as eithen-band or out-of-band In-band
protocols do all wake-up signaling on the data channel. By cotrast, out-of-band protocols use a separate,
orthogonal channel to do the wake-up signaling.

We note that the focus of this dissertation is on power save potocols to reduce idle listening energy.
A vast area of research exists in energy e cient wireless trasmission (e.g., power control, physical layer
encoding) that is independent from our work. We do not discus these techniques in this work, but refer

interested readers to [35{38] and references therein for gcussion of these techniques.

2.1.1 Taxonomy

In-Band Protocols: These protocols use one channel for both wake-up signalinghd data communica-

tions. The most obvious advantage to this approach is that deices only need one half-duplex channel, which
is available on any wireless device. A disadvantage is thatite signaling overhead may now interfere with data
communication. Protocols in this class can be sub-categared assynchronousor asynchronousas described

below.



Synchronous Protocols: Nodes schedule a time in the future to wake up. The scheduledirne can be
absolute (e.g., using synchronized clocks to wake up at ceain epochs) or relative to some event (e.g.,
a node wakes upT seconds after the last packet reception). One example [7] IKEEE 802.11's Power
Save Mode (PSM) where all nodes wake up and remain on for a xedme at the start of each beacon
interval. Another example [27{29] is two communicating nodes that wake up T seconds after the last

packet reception andT is adjusted dynamically based on tra ¢ patterns.

Protocols that require global synchronization need some eernal synchronization mechanism. If
available and operating in the proper environment (e.g., otdoors), GPS could be used for this pur-
pose. For a survey of other synchronization protocols, see€9]. Recent synchronization protocols for
sensors [40] demonstrate precision on the order @ microsecond For the purposes of our work, we

assume that some such external mechanism is available.

Asynchronous Protocols: Nodes wake up independently according to their own scheduland try to

discover other nodes that are also awake. When the wake-upsf &wo nodes overlap, they can com-
municate. For example [41,42], nodes may choose determitiis schedules to guarantee overlap within
a bounded latency. Another example [43,44] is nodes that wak up non-deterministically such that

overlap is within a bounded time with high probability.

Generally, these techniques are orthogonal. For example, aode could use an asynchronous protocol
to discover neighbors and, after discovery, use a synchroms protocol to schedule subsequent wake-ups.
Similarly, an out-of-band protocol (described later in this section) could be used to wake up a neighbor to
send the rst data packet and synchronous wake-ups could becheduled for later packets (see [27{29] for an
example of this combination of techniques).

We begin by describing 802.11 PSM [7]. Most of our work on in-and protocols focuses on improving
the 802.11 PSM design. The reasons for this are two-fold. Fat, it has the most complete speci cation of
any open standard power save protocol. Second, almost any ptocol that schedules a wake-up time when
a node and all of its neighbors will be awake bears a strong remblance to 802.11 PSM's design. As an
example, S-MAC [45], a synchronous wake-up protocol for sesors, basically uses the same design as 802.11
PSM with minor di erences. So, the 802.11 PSM design is verdde and is the basis for many synchronous
protocols.

In 802.11 PSM [7], nodes are assumed to be synchronized and @ at the beginning of eachbeacon
interval. After waking up, each node stays on for a period of time calld the Ad hoc Trac Indication

Message (ATIM) window. During the ATIM window, since all nodes are guaranteed to belistening, packets



that have been queued since the previous beacon interval aradvertised. These advertisements take the
form of ATIM packets. More formally, when a node has a packet b advertise, it sends an ATIM packet
to the intended receiver during the ATIM window (following | EEE 802.11's CSMA/CA rules). In response
to receiving an ATIM packet, the destination will respond with an ATIM-ACK packet (unless the ATIM
speci ed a broadcast or multicast destination address). Wken this ATIM handshake has occurred, both
nodes will remain on after the ATIM window and try to send their advertised data packets before the next
beacon interval (subject to CSMA/CA rules). If a node remains on after the ATIM window, it must keep
its radio on until the next beacon interval [7]. If a node doesnot send or receive an ATIM, it will enter
sleep mode at the end of the ATIM window until the next beacon nterval. This process is illustrated in
Figure 2.1. The dotted arrows indicate events that cause otler events to occur. NodeA sends a data packet

to B, while C, not receiving any ATIM packets, returns to sleep for the reg of the beacon interval.
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Figure 2.1: IEEE 802.11 IBSS power save mode [7].

S-MAC [45] is similar to 802.11 PSM, but with some modi cations speci cally for sensor networks. It
reduces energy consumption at the expense of fairness anddacy. S-MAC uses a simple scheduling scheme
to allow neighbors to sleep for long periods and synchronizerake-ups. A group of nodes synchronize by one

node broadcasting a duration of time it will be awake. After this period, the node will sleep for the same



amount of time. Each node will follow this sleep/awake schedle also and broadcast it to their neighbors. If

a node receives two di erent schedules, it will remain awakeaccording to both schedules. In S-MAC, nodes
enter sleep mode when a neighbor is transmitting and fragmeriong packets to avoid costly retransmissions.
After each fragment, an ACK is sent by the receiver so that noas waking up in its vicinity will sense the

transmission.

TRAMA [46] uses TDMA to schedule queued packets. The TDMA scleduling is done based on an
election algorithm within a node's two-hop neighborhood to ensure that every node has a slot to transmit
data to its receiver while avoiding collisions. Also, when anode does not have anything to send in its assigned
slot, other transmitters may use the slot.

Other protocols use TDMA to schedule \ ows" of data packets [47,48] where periodic ows try to nd
slots to transmit data at regular intervals without interfe ring with existing ows. Thus, in these protocols, the
wake-up procedure requires the sender/receiver pair to wak up during a slot when they will have exclusive
access to the medium. In both [47] and [48], non-interferingslots are discovered listening to the beginning
of a slot for transmissions. If no transmission is detected vthin a speci ed time, a node can claim the slot
for its ow. Then, in subsequent cycles, the node can alwaysransmit a packet in that slot without other
nodes interfering.

In the asynchronous protocol presented in [42], nodes choegheir awake times such that they are guar-
anteed to overlap with each neighbor's awake time within a bainded time period. In [42], three protocols
are proposed that allow neighbors to advertise to each otheby guaranteeing some overlap in their awake
windows. The rst protocol calls for nodes to be awake for at kast half of each beacon interval and alternate
their advertisement windows at the beginning and end of intevals. This guarantees overlap but requires
signi cant energy consumption. The second approach requies the nodes to stay awake for a long active
interval only once every T beacon intervals. During the other T 1 intervals, the node will wake up for
only the duration of an advertisement window. The nal appro ach is quorum-based. In this approach, each
node picks 21 1 out of n? intervals (where n is a speci ed value) in such a way that at least two chosen
intervals are guaranteed to overlap with a neighbor's. Eachchosen interval, the node will stay awake for the
entire interval. During the other intervals, the node will stay awake for only an advertisement window. The
authors note that broadcast is still di cult in such a scheme . Also, these methods require all nodes to have
the same advertisement window and beacon interval lengths.

In [41], a deterministic protocol for neighbor discovery ispresented. Sleep schedules are chosen such that
every pair of neighbors is guaranteed to overlap for at leasbne slot. Thus, if a node is awakexX out of Y

slots, energy consumption is reduced and all neighbors carontact each other within Y slots to synchronize
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their communication.

In [44], a non-deterministic approach is used for neighbor $covery. Nodes wake up probabilistically
in each slot and can communicate only with other nodes that ae also on in that slot. Thus, this is a
nondeterministic protocol where a node is awake for randonyl chosenX time slots out of Y (where X  Y).
Each node enters a listen or transmit mode with a speci ed prdability such that, with high probability,
neighbors will discover each other over some time interval.

The protocol in [43] is based on continuum percolation theoy. Packets are broadcast throughout a
network of nodes following independent sleep schedules. Aapket sender broadcasts a packet until most of

its neighbors are likely to have received the packet with hidp probability.

Out-of-Band Protocols: In this domain, a node's data radio sleeps until an out-of-bad channel alerts it
to wake up. An example [49,50] is a low-power radio idly listaing on a separate, wake-up channel. Another
example [2, 3] is a wake-up radio that periodically idly listens to the channel. In both examples, when a
wake-up signal is detected, the data radio turns on. The outef-band channel is non-interfering with respect
to the data channel. The disadvantage of this approach is théhardware complexity and potentially increased
bandwidth usage. However, the advantage is that no coordintion is required to avoid interfering with data
packets and that the wake-up radio may be designed to use legwer than the data radio.

Examples of out-of-band protocols include PicoRadio [49,5{53] which uses a low-power hardware device
to serve as a wake-up channel with a low idle listening cost. AMAC protocol has been designed that allows
nodes to wake up a neighbor when data needs to be sent. When a @@ wishes to send data, it encodes the
neighbor's receiving channel in a beacon on the wake-up chael. The nodes then communicate over the
high powered data channel of the receiver. This design uses @DMA scheme that requires each neighbor
within a 2-hop range to be assigned a unique channel and diseer and maintain the channel IDs for each
1-hop neighbor, which is di cult in a distributed setting. A Iso, the channel ID is encoded in the wake-up
signal, which increases the hardware complexity. Table 2.5hows the target speci cations for the PicoRadio

hardware!

Similar to PicoRadio, in [54] as well, a hardware design for avake-up radio is presented. A wake-up
channel is also used in [50]. Here, a low-power radio is integted with a PDA. The protocol is implemented
from o -the-shelf hardware. The devices register their presence with a server via a proxy. When another

node wishes to communicate, the proxy will send a short wakep packet over the low power, low bit rate

1These values were obtained in an email correspondence with B rian Otis, while he was at the University of California{
Berkeley.
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Table 2.1: Target speci cations for PicoRadio hardware.

| || Wakeup Radio | Data Radio |

Transmit Power (W) 1000 1000
Receive/ldle (W) 50 1000
Sleep ( W) | 0
Bitrate 100 bps 50 kbps
Range (m) 10 10
Transition Energy, sleep ! idle | 1s 1mw
Transition Energy, idle ! sleep | 1 s Omw

channel. This will cause the high powered radio to turn on so hat data communication can begin. However,
this protocol is designed for systems with centralized acaes points or proxies.

In [55], paging interfaces are used so a base station can wake certain nodes when it has data to send.
Here a base station uses RFID tags to wake up devices that cadilbe in any one ofL sleep states. Each
sleep state uses less power in steady state, but requires meodelay and power when transitioning to the fully
awake state. A device will remain in a power save state at leddong enough to get a positive energy gain
before transitioning to the next lower power state. The basestation tracks this cycle for each device and
when it has data to send, it waits as long as possible before Wang the device and transmitting subject to
QoS requirements. When the base station wishes to wake a deé up, it pages all devices in that current
sleep state. The non-target devices in the paged sleep statgill then start the sleep cycle again once they
determine that the data is not for them. This allows the size d the paging message to be on the order of
the number of sleep states instead of the number of nodes.

Another work [56] uses out-of-band channels to pipeline wad-ups. This allows a node receiving a data
packet to start waking up the next node on the path using the ou-of-band channel. Thus, the data reception
and wake-up process occur in parallel.

STEM and STEM-BT [2, 3] are also out-of-band wake-up protocds. In Chapter 3, we propose carrier
sense techniques can be applied to these protocol. Thus, wesfér a detailed description of these protocols
to Section 3.2.1.

The PAMAS protocol [57] adapts basic mechanisms of IEEE 80241 [7] to a two-radio architecture.
PAMAS allows a node to sleep to avoid overhearing a packet irednded for a di erent destination or to avoid
interfering with another node's reception by transmitting . The control channel is used to exchange RTS/CTS
packets, emit busy tones to eliminate interference, and prbe ongoing communications for their duration.
Whenever a node awakes and detects another transmission, @an probe the control channel to determine

how much longer this transmission will continue. Unlike ourwork, it ignores the idle listening problem.
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2.1.2 Carrier Sense Techniques

The idea of preamble sampling has been used with B-MAC [26]. fie basic idea of preamble sampling is that
the packet preamble is long enough to be detected by all nodethat are periodically sampling the channel
in between sleep periods (i.e., the preamble must be slightllonger than the sleep time between sampling
periods). When sleeping nodes sample the channel and detettte preamble, they remain on to receive the
entire packet.

WiseMAC [58] improves on B-MAC by having nodes store the nextsampling time of a node with which
it is sending packets. Thus, after accounting for the maximum clock drift since the last packet was sent,
a node can usually transmit a much shorter preamble than is rgquired by B-MAC and, therefore, greatly
improves energy consumption. While preamble sampling is siilar to one of our proposed carrier sensing

techniques in Section 3.1, some key di erences are discuske Section 3.1.2.

2.1.3 Adaptive Energy-Saving Techniques

Most adaptive protocols try to adjust sleeping and/or listening intervals based on tra c in the network.
Another class of adaptive power save protocols adjust in rgsonse to the topology. We primarily focus on
the tra c-based approaches because they relate closely ouwork. However, at the end of this subsection,
we mention the topology-based research.

In Table 2.2, we give classify our previous work [27{29] in rkation to our work in this dissertation.
In [27{29], we used synchronous wake-ups to adaptively slgein an out-of-band protocol. Nodes engaged
in communication schedule times in the future to wake up basd on past tra c patterns. In our proto-
cols [27{29], nodes dynamically adapt to changing tra c rat es try to minimize energy consumption for their
communication. The adaptive listening techniques from Setion 4.1 could be applied to our previous work

as well.

Table 2.2: Classi cation of our work.

| I Adaptive Listening | Adaptive Sleeping |
In-Band Section 4.1 Section 4.2
Out-of-Band Techniques from Section 4.1 applicablel Our previous work [27{29]

In [59], it is shown that the static ATIM window of 802.11 PSM d oes not work well for all tra c loads.
Intuitively, higher tra c loads need larger ATIM windows. T his observation motivates our adaptive design

in Section 4.1 that dynamically adjusts the ATIM window.
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Other works have also proposed dynamic ATIM window adjustment. DPSM [60] is designed for single-
hop networks (i.e., WLANSs) and uses indications such as theistening time at the end of the ATIM, the
number of packets pending for a node, and the number of packstthat could not be advertised in the previous
beacon interval. Unlike our work, this protocol adjusts the current ATIM window based on tra ¢ in past
beacon intervals. By contrast, our protocol adjusts the curent ATIM window based on the trac in the
current beacon interval. IPSM [61] is similar to our work in that the ATIM window ends when the channel
is idle for a speci ed amount of time. However, IPSM works in aily single-hop networks since it relies on a
node and all its neighbors having a consistent view of chanrectivity. Unlike DPSM and IPSM, all of our
protocols are designed for multihop networks.

In TIPS [62], the ATIM window is divided into two slots. If a be acon packet is received during the rst
slot, it indicates that nodes should stay on to receive ATIMs later in the ATIM window. If the rst beacon
packet is not received until the second slot, then the node aareturn to sleep since no more advertisements
will follow. In our work, carrier sensing is used as an indicéion that nodes should remain on longer. The
time it takes to carrier sense is usually much shorter than the time it takes to access the channel and send
an entire packet. Additionally, TIPS uses only static ATIM w indow sizes whereas our techniques allows
dynamic adjustment of the window.

T-MAC [63] extends S-MAC by adjusting the length of time sensrs are awake between sleep intervals
based on communication of nearby neighbors. Thus, less ergr is wasted due to idle listening when tra c is
light. In the T-MAC work, the authors refer to the early sleepingproblem that occurs when a node returns
to sleep when one of its neighbors has data to send to it but is eferring to another sender. Essentially,
this early sleeping problem is the main problem that we addrss in Section 4.1. The two techniques that
T-MAC proposes to address the problem are not applicable to dvertisement windows. One reason is that
T-MAC is designed for relatively large data packets and reles on short RTS and CTS control packets to
address the early sleeping problem. By contrast, since the M and ATIM-ACK packets exchanged in the
advertisement window are about the same size as RTS and CTS [ghets, it would be a signi cant increase
in overhead to precede the ATIM/ATIM-ACK handshake with RTS and CTS packets. Also, T-MAC results
in an increase in energy consumption to improve throughput. In our work, we prefer reducing energy
consumption over increasing throughput. Our work addresss the early sleeping problemwithout inducing
any extra control overhead (since the ATIM/ATIM-ACK packet s are already small) and is designed to reduce
energy consumption, not improve throughput.

In [64,65], modi cations are made to S-MAC to reduce the multhop delay of packet forwarding. Also

in [64], a global scheduling algorithm is developed for S-M& to converge to one sleep schedule in the
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network. The carrier sensing techniques in Section 3.1 codlbe used to complement the S-MAC protocols.

In [66], a protocol is proposed that works with on-demand roding and uses 802.11's PSM when a node
is not engaged in sending, receiving, or forwarding data. Whn a node is communicating, soft-timers are
used to transition the node to an idle listening mode that reduces latency and preserves throughput better
than using only 802.11's power save. However, the timers doat adjust to the tra c rate, so if tra c is not
frequent enough to refresh the timers, the bene ts of the prdocol are lost. Nodes must promiscuously listen
to the packets of neighbors to determine if they are disconngted or in power save mode. In this sense, the
protocol does a coarse-grained form of adaptive sleeping bad on whether a node is forwarding tra c. Our
approach in Section 4.2 takes a much more ne-grained adaptie sleeping approach based on the desired
latency of an application. TITAN [67] extends the work from [66]. In TITAN, route requests are delayed by
sleeping nodes to allow the route discovery procedure to far nodes that are already in the idle listening
state. This helps reduce the overall energy consumption intie network.

LISP [68] is an extension to 802.11 PSM where nodes try to predtively remain on after the ATIM
window to forward multihop tra c at a lower latency. When a no de is scheduled to sleep at the end of
an ATIM window, it may remain on based on correlations between overheard ATIM-ACKs and previous
ATIM/ATIM-ACK handshakes. Our adaptive sleeping techniqu e, on the other hand, attempts to achieve a
latency boundwhile still conserving as much energy as possible.

In [69], ESSAT is designed to handle Constant BitRate (CBR) tra c in sensor networks. In particular,
ESSAT predictively wakes up downstream neighbors based ongst reception times for CBR ows. The wake
up times are adjusted when phase shifts occur in the ow due togpacket loss and contention. Our protocols

are designed for tra ¢ that is not necessarily CBR.

Topology Adaptive Protocols: Another common strategy is for nodes to remain awake based otheir
local topology and/or tra c [70,71]. Work in this area inves tigates how a subset of the nodes in a system
can enter a low power state without signi cantly degrading the performance achievable if all nodes were to
remain in high power mode.

The AFECA algorithm [72] allows nodes to sleep based on the gé of their neighborhood. If node density
is large, then more nodes can sleep without greatly increasg the latency of data ows. GAF [71] assumes
the nodes have some location information and form virtual gids. The size of the grids is chosen such that
the nodes in two adjacent grids are equivalent with respect ¢ forwarding packets. Then, within each grid,
a discovery protocol tries to ensure that most of the time onenode remains active while the rest enter a

low-power state. As mobility increases, the discovery proess should be more frequent.
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The goal of SPAN [70] is to save energy while not degrading théatency and throughput achievable
in 802.11 without power save mode. This protocol operates leeen the MAC and routing layers. The
system allows all nodes to enter power save mode except foregted coordinators. At the MAC layer, nodes
periodically exchangehello messages that contain its set of neighbors, coordinators,ra whether it is a
coordinator. Nodes will then elect themselves coordinatas if their neighbors would get better connectivity
by it doing so. A random delay is introduced before nodes deakre themselves coordinators. This delay varies
inversely with the amount of connectivity that would be achieved and inversely with the amount of energy

remaining at the node. For fairness, the coordinators will geriodically withdraw.

2.2 E cient Broadcast Propagation

Broadcast is prevalent in wireless networks as a means to ppagate information. The application on which
we focus in testing our protocol in Chapter 5 is code distribdion, whereby a source periodically sends out
patches for sensors to apply to their software. In [73], the athors demonstrate a software architecture to
allow the application of such updates. In other works [74{78, the focus is on reducing the ooding overhead
for disseminating code updates. In our work, we look at the eects on energy-saving on the reception
rate of code updates. Other applications of multihop broadasts include route discovery in ad hoc routing
protocols [77,78] and querying for sensor data [79].

One popular method for reducing the overhead of broadcast i$o form a backbone in the network where
only certain nodes forward data [80{82], which can reduce cerhead. Another method, which is most similar
to our work in Chapter 5, is probabilistic broadcast [83{85], where nodes only forward a broadcast with
some probability, p. By doing this, the broadcast is capable of reaching most ofie nodes in the network
while reducing the overhead. This is based on the observatiothat a broadcast ood typically has a high
level of redundancy [86]. In our protocol, we try to use this edundancy to reduce theenergy consumed by

the broadcast.

2.3 Symmetric Key Distribution

In Chapter 6, we propose a novel method of symmetric key estdishment for a sensor network that uses
channel diversity, as well as spatial diversity, to create ink keys for one-hop neighbors. Given this protocol,
we characterize the tradeo s that arise in energy and secuty. Establishing such keys is important because

public keys are too computationally intensive for many sensrs. Sharing a symmetric key with neighbors
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allows for secure aggregation as well as transmitting data sed to authenticate hash chains, for example. In

this section, we give an overview of ve approaches to the prblem.

Trusted Intermediary: This approach is similar to that of Kerberos [87], which is ugd widely on wired
networks. Every node shares a secret symmetric key with a trsted intermediary that is loaded before
deployment. The key establishment protocol requires two sesors that wish to establish a pairwise key to
communicate with the trusted intermediary to create the key. SPINS is an example of this approach [88]
A disadvantage of this approach is that the server may becoma bottleneck in large networks and that the

trusted intermediary must be online whenever key establisment is desired.

Key Predistribution: Eschenauer and Gligor [89] were among the rst to consider ke predistribution for
sensor networks. In their work, referred to here as the basischeme, sensors are loaded with randomly chosen
keys out of a master key pool before deployment. After deplogment, a sensor can securely communicate with
its neighbors if it shares at least one key in common with the eighbor. Chan et al. [90] extend the basic
scheme to require neighbors to sharg keys in common before a link is possible. This improves secity at
the cost of decreased connectivity. Their work also proposethe idea of using multiple node disjoint paths
to strengthen security. This is a di erent form of diversity than what we propose, but demonstrates how
the concept can improve security in diverse path selectionOther schemes propose that keys be distributed
deterministically based on a sensor's ID [91,92].

Du et al. [93] adapt a key predistribution scheme originally proposed by Blom [94] for sensor networks by
using nite elds to generate multiple key spaces that can be randomly deployed to sensors. Liu et al. [95]
extend a key distribution method proposed by Blundo et al. [%] that uses polynomial based distribution
methods.

In Section 6.5.1, we discuss the advantages and disadvantag of our approach compared with key pre-

distribution.

Transitory Keys: The LEAP architecture [97] provides a method of establishirg pairwise keys provided
sensors cannot be compromised during a short initializatio phase after deployment and the sensor hardware
that can be trusted to completely erase a master key after irtialization. Thus, the master key is transitory
at each device and only available during the initialization. Some disadvantages of this approach are that (1)
if a node is compromised during the initialization period, the entire network may be compromised and (2)
the low-end sensor hardware must ensure that the master keysierased from memory such that recovery is

not possible.
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Public Key Exchange: Public key exchanges to generate the symmetric keys for bullencryption are
used in many Internet protocols (e.g., IPsec). The Die-Hellman key exchange [98] and Elliptic Curve
Di e-Hellman (ECDH) [99] are two widely used protocols designed for this purpose. The primary reason
for not using such protocols in sensor networks is the largeamputational overhead incurred by asymmetric
key cryptography when compared with symmetric key protocok. However, elliptic curve cryptography has
been implemented in TinyOS [100, 101]. In Table 2.3, we givehe performance metrics for the two Mica2

Mote public key implementations of which we are aware, EccM 2 [100] and Sizzle [101].

Table 2.3: Performance of public key exchange implementatins on Mica2 Motes.

| | EccM 2.0 [100] | Sizzle [101] |

Key Size (bits) 163 160
Bits of Security 2 80 80
RAM Usage (KB) 1.03 3.08
ROM Usage (KB) 335 60
ECDH Time (s) 34.173 3.8

@ \An algorithm that has a * Y bit key, but whose strength is compa-
rable to an * X ' bit key of such a symmetric algorithm is said have a
“security strength of X bits' or to provide = X bits of security'. Given
a few plaintext blocks and corresponding cipher, an algorit hm that
provides X bits of security would, on average, take 2 X 1T of time
to attack, where T is the amount of time that is required to per-
form one encryption of a plaintext value and comparison of th e
result against the corresponding ciphertext value." [102]

While computationally expensive, this approach may be accptable in long-lived sensor networks where
the cost of the key exchange is amortized over the lifetime othe sensors. We are unaware of any rig-
orous quantitative analysis comparing the public key exchage implementations with pure symmetric key
approaches in security, performance, and memory usage. Weebeve that the research community could
greatly benet from such a detailed comparison. In the absewre of such results, our work explores a pure

symmetric key exchange approach.

Broadcasting Plaintext Keys: The work that is most similar to ours is that of Anderson et al. [6]. The
protocol is based on the assumption that the number of adverary devices in the network at the time of
key establishment is small (in their results, less than 3% ofthe nodes are adversaries). Thus, during the
initialization phase, a sensor,u, will broadcast a randomly generated plaintext key, k,, that is overheard

by all its one-hop neighbors (including adversaries). Eachone of u's neighbors replies with the message
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fv; ku Ok, » Wherev is the ID of the neighbor andky, is a pairwise key randomly generated by.? After this
exchange,u and v use keyk,, for communication. Power control is used to reduce the numbeof devices
that overhear the key exchange.

In Section 6.5.2, we discuss in detail the dierences betwee our work and Anderson's. We briey
mention these di erences here. First, our protocol is much nore resilient to eavesdropping by attacking
devices since we leverage channel diversity and use locatiadiversity more.® Second, a link cannot be
authenticated in Anderson's scheme sincau or v has no way to verify the sender of the messages. In
contrast, we provide mechanisms that allow a trusted sourceao authenticate sensor IDs and broadcasted

keys. Refer to Section 6.5.2 for more details about these derences.

2We use the notation fM gy to indicate a message, M , encrypted using key k.
3We note that the goal in [6], unlike our work, is not to make it d i cult for a nearby attacker to compromise a link or to
operate in hostile environments where there may be many adve rsaries.
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Chapter 3

Carrier Sensing for Energy-E cient
Signaling

Many power save protocols described in Section 2.1 follow aommon design where potential receivers peri-
odically awake to listen for some type of wake-up signal in beveen long periods of sleep. However, many
such protocols are ine cient from an energy perspective in that this listening period is on the order of a
packet transmission time. The increase in energy consumpdin is particularly signi cant in networks with
light tra c, as might be expected in many sensor applications.?!

Based on this observation, we propose using the carrier seing capabilities that are available at the
physical layer to reduce the listening period for wake-up ginals to be on the order of the time it takes to
detect the channel busy. This detection time is typically much smaller than a packet transmission time. In
this chapter, we demonstrate how this technique can be appéd to both a in-band protocol (Section 3.1.1)

as well as out-of-band protocols (Section 3.2.5 and Sectio8.2.6).

3.1 Carrier Sensing for In-Band Protocols

In this section, we further discuss our proposed techniqueso leverage carrier sensing for energy e ciency
and demonstrate their application to an in-band power save potocol. Speci cally, we look at techniques
to improve the IBSS Power Save Mode(PSM) in IEEE 802.11 [7]. IBSS (Independent Basic Service Sg
is the protocol set for ad hoc networks. While the techniqueswe propose are tested with 802.11 PSM,
in Section 3.1.1 we discuss how they can augment other poweawe protocols. Our results show that the
proposed improvements to 802.11 PSM can greatly reduce ergy consumption with little increase in the

average packet latency. Our carrier sensing protocol will B combined with an adaptive listening and adaptive

1We note that if tra ¢ is heavy in a network, then using any type of power save is generally not useful.
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sleeping scheme in Section 4.1 and Section 4.2, respectiweWe defer the presentation of simulation results

to these sections.

3.1.1 Protocol Description

We use a short carrier sensing period preceding the ATIM windw where nodes can indicate whether they
intend to advertise any data. Thus, when none of a node's neigpors are going to advertise any data, the node
can return to sleep without remaining on for the ATIM window. In Section 4.1.1, we further improve the
energy consumption of the protocol by allowing nodes that paticipate in the ATIM window to dynamically
adjust the size of their ATIM window. By using this technique, nodes that do not receive any ATIMs can
usually return to sleep sooner than if a static ATIM window size is used.

We make the assumption that the nodes in the network are time gnchronized by some out-of-band
means. For example, the nodes may be GPS-equipped. Later, wiscuss modi cations to the protocols to
handle some synchronization errors. Thus, the timing synchonization function (TSF) of 802.11 is disabled
and beacons are never sent. For consistency with the termidogy in related work, we will still refer to the
time between ATIM windows as a \beacon interval" even though no beacons are sent.

From the description of 802.11 PSM in Section 2, we observe #t it is possible that most beacon intervals
have no packets to be advertised. In this case, the ATIM windev needlessly wastes energy. However, when
tra c is queued at the beginning of a beacon interval, nodes reed a mechanism to advertise their packets.
Thus, the ATIM window concept cannot be completely removed. What is needed is a energy-e cient binary
signal so that a node can let neighbors know when it has tra c to advertise and, hence, an ATIM window
is needed for that beacon interval.

For this purpose, we proposeCarrier Sense ATIM (CS-ATIM) that adds a short carrier sensing period
at the beginning of each beacon interval as shown in Figure 3. The basic idea is that the time it takes to
carrier sense the channel busy or idleT ., is signi cantly smaller than the ATIM window, T, . Rather than
every node waking up forT,, at the beginning of every beacon interval, the nodes will wak up for only T¢s
at the beginning of every interval when no packets are to be adertised in their neighborhood. When packets
are to be advertised, the nodes will wake up for an entire ATIMwindow after the carrier sensing period.

Using Figure 3.1, we will explain how CS-ATIM works. The shaded regions in Figure 3.1 indicate that
a node is transmitting a packet. At time tgp, no packets are to be advertised so all nodes wake up fdrs
time and return to sleep when the channel is detected idle. Attime t;, the nodes wake up for the start of
the next beacon interval. This time, node A has a packet to advertise, so it transmits a \dummy" packet

to make the channel busy. When nodeB and C nish carrier sensing the channel at time t; + T¢s, the
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Figure 3.1: CS-ATIM protocol (T.s and T, are not drawn to scale).

channel is detected busy because @& 's packet transmission. Thus, all nodes who carrier senseche channel
busy or transmitted a \dummy" packet will remain on for an ATI M window of length T, after the carrier
sensing period. During the ATIM window, A sends an ATIM to B and B replies to A with an ATIM-ACK.
Because of this exchangeA and B will remain on for the rest of the beacon interval. BecauseC did not
send or receive an ATIM during the ATIM window, it returns to s leep at the end of the ATIM window at
time t,. After the ATIM window, A and B exchange the data packet and corresponding ACK. At timets,
a new beacon interval begins and all of the nodes return to skp after carrier sensing the channel as idle.
The value of Tcs is chosen to be long enough to carrier sense the channel asadir busy with a desired level
of reliability. According to the 802.11 speci cation [7], the clear channel assessment (CCA) for compliant
hardware must be less than 15 s. In our experiments, we use a much larger value foll;s to mitigate the
e ects of short-term fading. The dummy packet transmitted by a node with packets to advertise does not
contain any information that needs to be decoded; its only pupose is to cause other nodes to detect the
channel as busy. The advantage of not having information in he dummy packet is that multiple nodes can
transmit simultaneously, causing collisions at the receiers, without hindering the protocol. If a collision
occurs at the receiver, it can still detect the channel as bug and remain on for the ATIM window. In the
ATIM window, nodes use the standard 802.11 CSMA/CA protocol to send their ATIMs and ATIM-ACKs
while avoiding collisions. A node that transmits a dummy padet cannot carrier sense dummy packets being

sent by other nodes at the beginning of the beacon interval. ldwever, this does not a ect the protocol since
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a node stays on for the ATIM interval whenever it transmits a dummy packet or carrier senses the channel
busy.

From this description of CS-ATIM, clearly nodes can use signcantly less energy than 802.11 PSM
listening at the beginning of each beacon interval when no pekets are to be advertised. When packets are
to be advertised, CS-ATIM uses only slightly more energy than 802.11 PSM because of the short carrier
sensing period. For packet latency, 802.11 PSM does slightibetter than CS-ATIM. One reason is that
data packets that arrive after the carrier sensing period bu before the end of the ATIM window may be
sent in the current beacon interval in 802.11 PSM. In CS-ATIM, such packets may have to wait until the
next beacon interval. Also, CS-ATIM has a slightly larger delay since the ATIM window does not end until
Tes + Taw, Whereas the 802.11 PSM ATIM window endsT,,, after the beginning of the beacon interval.

With CS-ATIM, we note that carrier sensing for energy on the channel, as opposed to actually decoding
a packet, runs the risk that nodes may erroneously carrier sgse energy that is due to interference in the
frequency band rather than the dummy packet transmission. h this case, a node remains on for the ATIM
window even though none of its neighbors sent a dummy packetWe refer to this as afalse positive In
Section 4.1.3, the e ects of false positives on CS-ATIM are ¢sted.

As mentioned, CS-ATIM can be adapted to operate in networks vithout perfect synchronization. We
assume that the node's clocks are always within seconds of ach other. Thus, represents the maximum
error between the clocks ofany two nodes in the network. To handle synchronization errors,the following

changes are made to CS-ATIM:

At the beginning of a beacon interval, a dummy packet is trangnitted for 2 + T.s time instead of T¢s

time.

Nodes that do not have packets to advertise begin their carier sensing period time after the beginning
of the beacon interval (according to their local clock). Originally, these nodes would begin carrier

sensing immediately at the beginning of a beacon interval.

For dummy packet transmitters, ATIM windows last for 2 + T, time instead of T,, time. A node
is not allowed to transmit any ATIMs for the rst time of the A TIM window and the last time
of the ATIM window. However, a node may send ACKs, ATIM-ACKSs, and receive packets during the

entire 2 + T, duration of the ATIM window.

For nodes that sense a dummy packet, ATIM windows last for 3 + T, time instead of T, time.

Such a node may reply to any ATIMs that they receive during this 3 + T,, period with ATIM-ACKs.
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To preserve the ow of the dissertation, we move the discusgin of the correctness of these modi cations to
Appendix A.

The basic idea from CS-ATIM can be adapted to other power saverotocols besides 802.11 PSM. When-
ever a node is scheduled to listen in a power save protocol, itan do carrier sensing at the start of its
scheduled wake-up time to determine if it can return to sleepbecause no nodes have data to send. For
example, in a TDMA protocol, nodes can carrier sense at the bginning of their scheduled slot and return

to sleep if no data needs to be sent.

3.1.2 Comparison with Preamble Sampling

We note that the technique described in Section 3.1.1 is sinar to the preamble sampling used in protocols
such as B-MAC [26] and WiseMAC [58]. However, our proposed caer sensing technique has some key
di erences when compared with these preamble sampling pratcols. The advantage of preamble sampling is
that it works in completely unsynchronized environments? However, because the nodes may transmit their
preamble at any time (which serves as the wake-up signal), th probability increases that the preamble will
collide with an ongoing data transmission (e.g., due to hiden terminals). By contrast, our protocol restricts
wake-up signals to a speci c time when data packets are not hiag transmitted. Also, because the wake-up
signal in our protocol serves as only a binary indication of vinether or not the channel is busy, interference
among wake-up signals is tolerable, as discussed in Secti@nl.1. With preamble sampling, interference may
a ect packet reception since the preamble may synchronizehlte bits of the incoming data packet.

Another disadvantage of preamble sampling is that broadcats which is commonly used in wireless com-
munication, requires a large preamble transmission. In paicular, the preamble must be slightly longer than
a beacon interval (which isat least on the order of tens of milliseconds and longer if less energyonsumption
is desired). This is the only way to ensure that all of a node'sneighbors are able to detect the preamble.
By contrast, in our protocol, the overhead for a wake-up sigml is slightly longer than the time to reliably
carrier sense the channel (e.g., typically on the order of tes of microseconds) for both unicast and broadcast
packets® Thus, the well-known overhead problem associated with brodcast storms [86] is exacerbated by
the preamble sampling protocols whereas our protocol doesot add any extra overhead to broadcast packets

when compared with unicast packets.

2WiseMAC [58] does require nodes to keep track of their last co  mmunication time with each neighbor as well as the maximum
possible clock drift of the hardware.

3To do broadcast in our protocol, a dummy packet is transmitte  d causing all of a node's neighbors to remain on for an ATIM
window. At this point, the transmitter can simply transmit a broadcast ATIM packet as discussed in Section 2.1.1 and foll ow
the standard 802.11 PSM protocol [7].

24



3.1.3 Simulation Results

See Section 4.1.3 for CS-ATIM simulation results.

3.2 Carrier Sensing for Out-of-Band protocols

In this section, we demonstrate how carrier sensing can be gfied to an out-of-band power save protocol.
An advantage of this technique is that, unlike synchronous potocols, no clock synchronization is needed.
Unlike asynchronous protocols, nodes do not have to probe # channel whenever they wake up (i.e., less
channel contention and control overhead). Also, out-of-b&d protocols have a deterministic bound on wake-
up latency, which is not true of asynchronous protocols withnon-deterministic schedules. However, tradeo s
exist when using out-of-band protocols. One disadvantagesithe increased hardware complexity and cost to
provide an extra wake-up channel. Also, the wake-up channalequires extra bandwidth to avoid interference
with the data channel. Finally, the wake-up channel must be designed such that its monitoring does not
consume much energy. Obviously, the wake-up channel is oftfie use, from an energy perspective, if it
consumes a large amount of energy idly listening to the charel while the data radio is saving energy by
sleeping.

STEM [2, 3] and STEM-BT [3] (STEM Busy Tone) are out-of-band protocols that use periodic idle
listening on the wake-up channel. In this section, using caier sensing, we identify ways to make each of

these protocols more e cient.

3.2.1 Protocol Descriptions

In STEM [2, 3], a two-radio architecture achieves energy samgs by letting the data radio sleep until com-
munication is necessary while the wake-up radio periodicdy listens according to a duty cycle. When a node
has data to send, it begins transmitting continuously on the wake-up channel long enough to guarantee that
all neighbors will receive the wake-up signal. STEM-BT [3] & a variant of STEM where the wake-up radio
uses a busy tone, instead of encoded data, for the wake-up sigl. Both protocols are orthogonal to the data
radio MAC layer transmission scheduling scheme.

In this section, we describe the operation of STEM and STEM-BI. Based on this discussion, we make
some observations about how the protocols could achieve bietr energy e ciency using carrier sensing. Based
on this, we present two new protocols, STEM-H and STEM-BT2, which reduce the energy consumption for
STEM and STEM-BT, respectively. For each of the protocols, we have two sub-protocols. One is the

transmitting sub-protocol, which is performed when a node has data to sendnd tries to wake up the
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Figure 3.3: STEM-BT protocol [3].

intended receiver. The other sub-protocol is formonitoring; typically, the nodes spend most of their time in

the monitoring state where they periodically listen to the wake-up channel to determine if a signal is being
sent and they need to wake up their data radio. In STEM and STEM-H, the wake-up radio must be able

to send and receive data packets. By contrast, in STEM-BT andSTEM-BT2, the wake-up radio needs to

be able to only send and detect a busy tone (i.e., making a bing decision whether the channel is busy or
not). Figures 3.2, 3.3, 3.4, and 3.5 give a pictorial examplef the protocols described below. In each of
these gures, the arrows show a \causes" relationship betwen events. The key for the guresis:F is a lter

packet, D is a data packet, A is an ACK packet, and BT is a busy tone. WhenF, D, A, or BT isin a
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Figure 3.5: Proposed STEM-BT2 protocol.

shaded area, a node is sending; otherwise, a node is recetyin

3.2.2 STEM Description [2, 3] (Figure 3.2)

Sending Protocol: When a node has data to send, it begins a continuous cycle ofansmitting a FILTER

packet on the wake-up channel followed by a idle listening peod for the correspondingFILTER-ACK packet.
The idle listening time in between FILTERS, denoted as Ta, has to be long enough to receive a FILTER-
ACK. Thus, Ta is the time to transmit a FILTER-ACK plus extra time due to fac tors such as propagation

delay and hardware switching time.
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When a sender gets the corresponding FILTER-ACK, it turns on its data radio and begins sending data
packets according to the data radio MAC protocol. At this point, the sender stops sending FILTERs and the
wake-up radio enters the monitoring state. For a discussiorof how wake-up channel collisions are handled,
see [2,3]. When a node with its data radio on does not send or ceive packets for an idle threshold time,

Tw , it returns the data radio to sleep.

Monitoring Protocol: Nodes periodically wake up long enough to receive a FILTER ad respond with a
FILTER-ACK if they are the intended receiver. After idly lis tening for some time, Ty, the node's wake-up
radio returns to sleep for a period of time, Tys. The Tys value is chosen by the user. A longl,s saves
more energy in the monitoring state, but increases the waketp process latency.Ty; is a function of T and
Ta [2].
When a node receives a FILTER and it is the intended receiverjt sends a FILTER-ACK and turns its

data radio on to idly listen for packets on the data channel. (nh the wake-up channel, the node continues
in the monitoring state. When a node with its data radio on does not send or receive packets for an idle

threshold time, Ty, , it returns the data radio to sleep.

3.2.3 STEM-BT Description [3] (Figure 3.3)

Sending Protocol: When a node has data to send in STEM-BT, it starts transmittin g a busy tone on the
wake-up channel. The busy tone is sent foil,,; time, long enough to guarantee overlap with every neighbos
wake-up channel carrier sensing period.

After the sender has transmitted a busy tone forT,,; time, it turns on its data radio. Once the data radio
is on, a FILTER packet is sent on the data channel indicating which receiver will receive more data. The
sender then begins transmitting the data to the receiver on he data channel. As in STEM, when a node

with its data radio on does not send or receive packets folfy, time, it returns its data radio to sleep.

Monitoring Protocol: For monitoring nodes, the protocol is similar to STEM's. A di erence between the
monitoring protocol of STEM and STEM-BT is the length of Ty, the carrier sensing time. In STEM-BT,
Twi is shorter because a monitoring node has to only detect a bustpne. On the other hand, in STEM, the
monitoring node has to decode a packet and send a FILTER-ACK i it is the intended receiver.

When a node detects a busy tone, it turns on its data radio and dly listens for a FILTER packet on
the data channel. When the FILTER packet is received, the nod remains on if it is the intended receiver.
Otherwise, its data radio returns to sleep. If a node keeps & data radio on to receive data packets, it

returns the data radio to sleep when no packet has been sent aeceived forTy, time. One key point about
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STEM-BT's monitoring protocol is that all one-hop neighbors of the sender must turn their data radio on

and idly listen until the FILTER packet is received.

3.2.4 Discussion of STEM and STEM-BT

Based on these protocol descriptions, we make a couple of agsations. First, the wake-up process of STEM
is relatively inexpensive (in energy consumption) for all rodes other than the sender when compared with
the steady-state monitoring process. In particular, neighbor nodes use almost the same amount of energy
whether they are monitoring the channel or receiving the FILTER packet.* The receiving node uses slightly
more energy because it responds with a FILTER-ACK packet. Whle the sender uses more energy due to
its FILTER transmissions, it transmits FILTERs for only T, =2 time on average. By contrast, the wake-up
procedure for STEM-BT is relatively expensive compared wih STEM. In STEM-BT, every neighbor node
that detects the busy tone turns its data radio on to listen for the FILTER packet on the data channel.
Thus, on average, each neighbor node idly listens to the datahannel for half of the time that the busy
tone is emitted. Based on this, we can conclude that STEM-BTS performance degrades when (1) a large
number of neighbor nodes are in the vicinity of the sendet or (2) wake-ups become more frequent (e.g., due
to a higher tra c load). STEM's wake-up procedure, however, is relatively inexpensive and does not greatly
increase energy consumption as the size of the sender's nieliprhood increases.

The second observation is that STEM's steady-state monitoing process is relatively expensive when
compared with STEM-BT. Since Ty, is proportional to T and Ta, it can be large for sensor networks which
tend to have a relatively low bitrate (e.g., 19.2 kbps for Mica2 Motes [25]). All nodes in the network must

spend TWSTinTwi fraction of the time idly listening even if no network traci s present. In STEM-BT, Ty; is

signi cantly smaller since it is only long enough to detect if a busy tone is being emitted. In STEM-BT, T
is independent of the size of FILTER and FILTER-ACK packets. Thus, the monitoring process in STEM-BT
uses much less energy than STEM. For example, as we will see 8ection 3.2.8,Ty; is about 80 times larger
for STEM than for STEM-BT for our simulation parameters. Thu s, when the tra ¢ load is low in a network,

STEM-BT is more energy e cient than STEM because of its low monitoring costs.

3.2.5 Proposed Protocol Description: STEM-H (Figure 3.4)

Based on the discussion in Section 3.2.4, we see that STEM'snergy consumption can be improved by

reducing the monitoring costs while retaining its relatively low wake-up cost. Thus, we propose STEM-H

4We assume the idle listening power and receiving power are ab out the same.
5Many applications assume that sensor networks can be rather dense for reasons such as increased reliability, connectiv ity,
and adequate sensing coverage.
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(STEM Hybrid) which combines aspects of STEM and STEM-BT to create a protocol more energy e cient
than STEM. The basic idea of STEM-H is to idly listen only long enough to carrier sense whether the
wake-up channel is busy during the monitoring phase. This diction time is relatively small (e.g., similar to
STEM-BT). When the wake-up channel is carrier sensed busy, lten the monitoring node leaves its wake-up

radio on to receive and decode a FILTER packet.

Sending Protocol: The sending protocol is identical to STEM's, described in Setion 3.2.2. The only

di erence is in the length of T, which guarantees su cient overlap with STEM-H's monitori ng protocol.

Monitoring Protocol: For STEM-H's monitoring state, nodes wake up only long enoud to carrier sense
whether the wake-up channel is busy or idle. This di ers from STEM's monitoring protocol, where nodes
wake up long enough to receive FILTER packets and send FILTERACKs. STEM-H's monitoring protocol
has two phases. In the rst phase, nodes sleep fofys time. In the second phase, nodes wake up and
periodically carrier sense the wake-up channel, then retur to the rst phase. This is shown in Figure 3.4,
where in between phase one periods of length,s, nodes probe the wake-up channel multiple times. During
the second phase, if the wake-up channel is detected as busynode stays on to receive the next FILTER and,
if necessary, send a FILTER-ACK. Like STEM, nodes reply with a FILTER-ACK if the FILTER is for them.
Otherwise, the node returns to its regular monitoring state. Once the FILTER/FILTER-ACK handshake
occurs, nodes follow the same procedure for turning on theidata radios as described in Section 3.2.2. They
also follow the same protocol for returning their data radics to sleep. It is important to note that in STEM-H,
Twi, the carrier sensing time when probing the wake-up channelis comparable to that of STEM-BT since
only a binary decision on the channel status is necessary. M, on the other hand, requires a much longer

Twi because it must completely decode packets during its idle dtening period on the wake-up channel.

Discussion: STEM-H improves the energy consumption of STEM by reducing e monitoring process cost
while keeping the bene ts from the relatively inexpensive wake-up process discussed in Section 3.2.4. As we
see in Section 3.2.8, STEM-H does no worse than STEM, in eneygconsumption, and in most environments
does signi cantly better. This is true even with substantial degradation from false positive detection on the
wake-up channel. Intuitively, even if every carrier sensig period results in a false positive for STEM-H,

monitoring nodes will stay on, in this worst case, about as log as STEM's idle listening period.
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3.2.6 Proposed Protocol Description: STEM-BT2 (Figure 3.5 )

From Section 3.2.4, we see that STEM-BT's energy consumptio can be improved by reducing the wake-up
cost while retaining its relatively low monitoring cost. Th us, we propose STEM-BT2 to augment STEM-BT's
wake-up protocol with data channel probing for improved enegy e ciency. The basic idea of STEM-BT2
is to perform the same wake-up protocol as STEM-BT while availing excessive idle listening on the data
channel while waiting for the FILTER packet to be sent. Rather than turning on the data radio and doing
continuous idle listening like STEM-BT, STEM-BT2 will peri odically carrier sense the data channel to detect
whether it is busy or not. When the data channel is detected by, then STEM-BT2 remains on to receive

the FILTER packet like STEM-BT.

Sending Protocol: The sending protocol is nearly identical to that of STEM-BT described in Sec-
tion 3.2.3. The only dierence is that two FILTER packets are sent on the data channel rather than
one. The rst FILTER packet is a \dummy" packet that allows pr obing nodes to detect the channel as busy

and the second packet is the one that actually gets decoded.

Monitoring Protocol: The monitoring cycle is the same as STEM-BT. The di erence in STEM-BT and
STEM-BT2 is the reaction after a monitoring node detects a w&e-up channel busy tone. STEM-BT's
protocol is described in Section 3.2.3. STEM-BT2 reacts by tirning on its data radio and carrier sensing for
Twi time.® If the data channel is detected as busy, the data radio remais on in anticipation of receiving a
FILTER packet. If the data channel is detected as idle, the d&da radio returns to sleep for Tys2 time before
attempting to sense again. This cycle continues until eithe the channel is detected busy or a timeout occurs.
Once the FILTER packet has been received, nodes behave the & as in STEM-BT. The intended
receiver, as speci ed by the FILTER packet, remains on whileall other nodes return their data radios to
sleep. The sender and receiver return their data radios to slep when the data channel has been idle foF,

time.

Discussion: STEM-BT2 improves the energy consumption of STEM-BT by reducing the cost of the expen-
sive wake-up process while maintaining the bene ts from therelatively inexpensive steady-state monitoring
process discussed in Section 3.2.4. As we see in Section 8,5TEM-BT2 rarely does worse than STEM-BT,
in terms of energy consumption, and in most environments dog signi cantly better. This is true even with

signi cant degradation due to false positives (i.e., carrer sensing the channel busy when it is idle) being

8More generally, the carrier sensing time for the data radio a nd wake-up radio can be Ty and Ty, respectively, where
Twi2 6 Twi -
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detected on the data channel. Intuitively, in the worst casg where every carrier sensing period on the data
radio detects the channel as busy, STEM-BT2 will behave idetical to STEM-BT except that it sends two
FILTER packets instead of one. Thus, in this case, STEM-BT2 wses extra energy to transmit the extra

FILTER packet, but otherwise behaves the same as STEM-BT.

3.2.7 Parameter Values

In this section, we discuss the values needed for th&,;, Tw:, Tws2 parameters described in Section 3.2.1.
The values for STEM and STEM-BT were discussed previously in[2, 3], but we mention them here for

completeness.

STEM: The idle listening period, Ty;, must be long enough that a node will successfully receive alETER
packet even if the node wakes up in the middle of a FILTER transnission (and hence cannot correctly decode
the rst FILTER packet). In the worst case, the node wakes up just after a FILTER transmission has begun.
Thus, the node has to wait for this rst, undecodable FILTER p acket to nish, which takes about Tg time.
It then must wait for the sender to idly listen for a FILTER-AC K, which takes T » time, where accounts
for propagation delays and hardware switching time. Finally, it must stay on long enough to receive thenext
FILTER packet, which takes T time. Thus, Tyi = T + Ta+ Tg =2Tg + T 4.

Now, we discussTy;, the duration for which the sending protocol must be performed to ensure enough
overlap that every neighbor doing the monitoring protocol will receive a FILTER and have time to respond
with the FILTER-ACK, if necessary. In the worst case, a monitoring node's idle listening period ends just
before the sender's rst FILTER transmission ends, which takes Tg time. The sender must continue the
process forTys time since the monitoring node will be asleep for that duration. When the monitoring node
begins idly listening again, it may wake up just after a FILTE R transmission began (¢ time). After the
sending node idly listens for T 5 time, it sends another FILTER packet (Tg time) which will successfully
be decoded by the receiver. Finally, the sending node must wialong enough to receive the corresponding
FILTER-ACK, if necessary, which takes T 4 time. Thus, summing up the terms mentioned in this paragraph

weget Tyt = TE+ Tus+ Te+ Ta+Te+ TA=3Te+ Tys+2 T a.

STEM-BT: In STEM-BT, T, is a xed value based on how long the radio must listen to deteta busy
tone with a specied level of con dence (see [56] for a discison on this). The busy tone transmission
time, Twt, must be su ciently long to ensure enough overlap such that every neighbor doing the monitoring
protocol receives the busy tone. In the worst case, a monitang node's idle listening period begins just before

the sender starts transmitting the busy tone. In this situation, the busy tone is not detected at the speci ed
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level of con dence. Thus, the sending node must transmit thebusy tone long enough that the monitoring
node'snext idle listening period will completely overlap with the busy tone. Thus, Tyt = Twi + Tws + Twi =

2TW| + Tws.

STEM-H:  We begin by determining Tys2 and w;, the sleeping time between idle listening periods and
the number of idle listening period required to guarantee a FLTER is detected, respectively. To determine
the frequency and number of times a nodes must wake-up duringhe monitoring periods, we observe the
following constraint. If a node begins its idle listening peiod after the sender has started its FILTER packet
transmissions, Tys2 and w; must be chosen to guarantee at least one of thd,,; duration wake-ups will
completely overlap with one of the sender's FILTER transmissions. Similar to STEM-BT, we assume that
Twi is the minimum amount of time required to classify the wake-yp channel as busy (with su ciently low
error probability). Thus, if a FILTER packet only partially overlaps with a Ty; period, the channel may not
be detected as busy.

In the worst case, a wake-up idle listening period begins jusbefore a FILTER transmission begins. For
example, the listening period begins at timety and the FILTER transmission begins att; = to + , where
is a small positive number close to zero. In this casetg + Ty <t1 + Ty, which means that the FILTER
transmission will not be detected for Ty, the minimum required time for correct detection. Thus, Tys>
needs to be chosen such that the next idle listening period Wibegin and end before the current FILTER
transmission ends. The FILTER transmission will end att; + Tg. Thus, the next idle listening period needs
to beginbyt;+ T Ty =to+ + Tg Ty to allow the minimum detection time. The rst idle listening
period ended atty + Tyi. Thus, subtracting the rst idle listening period's end tim e from the second idle
listening period's start time, we get: (to+ + T Twi) (to+ Twi) = T 2Tw + . Thus, we need:
Tws2 T 2Twi + . Because ! 0 and the Tys2 inequality must be valid for the smallest possible, we
get:” Tws2 Tr 2T to ensure that the second idle listening period completely verlaps with part of the

FILTER packet transmission. To avoid unnecessary wake-upswe set®

Tws2 = Tr 2T (3.1)

Next, we considerw;, the number of times these idle listening periods must occuon the wake-up radio to

ensure that one overlaps with an adequate part of a FILTER pad&et transmission. This is necessary since the

71t is assumed that Tg > 2T, . If this is not true, then it is impossible to guarantee su ci ent overlap between the FILTER
and carrier sensing periods without synchronizing the boun daries of T and Ty; .

8|f false negatives are a problem with detecting the wake-up ¢ hannel busy, Tws2 and w; could be adjusted to provide
redundancy in the amount of times idle listening periods are  guaranteed to overlap with FILTER packet transmission. The
obvious tradeo is that more energy is consumed during the mo nitoring phase as Tws2 becomes smaller and w; becomes larger.
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idle listening periods may occur during the T 5 time that the sender is idly listening for a FILTER-ACK.
We assume thatT,s2 is set according to Equation 3.1.

In the worst case, the rst wake-up idle listening period ends just after a FILTER transmission ends. For
example, the FILTER packet transmission ends att; and the rst idle listening period ends at t, = t; +
Thus, that idle listening period began attg = t, Ty;. In this case, tg + Tyi >t 1, which means that the
FILTER transmission will not be detected for T, the minimum time required for correct detection. After
this most recent FILTER transmission, the sender will wait for T 5 time before beginning the next FILTER
transmission (i.e., it begins att; + T o). We need to guarantee that enough idle listening periods wh the
Tws2 spacing will occur such that the last one begins at or aftert; + T o (and hence is detects the next
FILTER transmission). The next (second) idle listening period begins att, + Tys2. If another one occurs
(the third), it will begin at t, + Tys2 + Twi + Tws2. If we have w; such idle listening periods, the last one
will begin at t; + (w;  DTws2 + (W 2)Ty (trivially, w;  2). Using Equation 3.1, the last idle listening

period begins at: t; + (w;  1)(Tg  2Tw) +(w;  2)Twi = to+(w;  1)Te  w;Tyi. Thus, we need:

ti+ Ta t+(w DT wWTy
ti+ Ta ti+ +(wi DLTe wiTy (3.2)

Ta +(wi DT wiTwi

Because ! 0 and the inequality in Equation 3.2 must be valid for the smalest possible, we get:

Ta W DTe wiTy (3.3)

Therefore, we needw; to be the smallest integer which satis es the inequality in Equation 3.3. This gives
us:
Ta+ Te

= AT F 3.4
R R (34)

To determine Ty, we consider the worst case where the rst FILTER transmissbn starts just after the
last idle listening period begins for a monitoring node (i.e, just before the last idle period of length Ty
returns to sleep for Tys time). In this case, the sender has to do the wake-up proceder for the length
of that idle listening period (i.e., Tyi) plus the subsequent sleeping time (i.e.,Tws). Additionally, it must
transmit for the time it takes the monitoring node to do w; idle listening periods (i.e.,w; Tyi + (Wi  1)Tws2).
Recall that Tys2 and w; were set in Equation 3.1 and Equation 3.4, respectively, to Bsure that the channel

is carrier sensed busy during one of thesw; idle listening periods. Thus, in the worst case, the beginnig
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of the FILTER transmission is detected during the monitoring node's last idle listening period. Thus, the
monitoring node will keep its wake-up radio on to receive thenext FILTER. The next FILTER transmission
occurs after the sender idly listens for a FILTER-ACK. In this case, the time needed is enough to detect
(but not correctly receive) the rst FILTER packet, then wai t for the transmitter to listen for the FILTER-
ACK, and then for the monitoring node to receive the next FILTER packet send by the transmitter (i.e.,
2T + T a). Finally, the sender must continue the wake-up process log enough to receive the FILTER-ACK

which follows the last FILTER transmission (i.e., T a). Combining all this time, we get:

Twt = Twi + Tws + WiTwi + (Wi LTws2+2 T Ao +2Tk
(3.5)

:(Wi+1)Twi+Tws+(Wi 1)TW32+2TA+2TF
STEM-BT2: The value of Ty in STEM-BT2 is computed exactly the same as for STEM-BT, as described

previously. We setTys2 = T 2T, for the same reasons discussed for STEM-H.

3.2.8 Simulation Results

To test the protocols from Section 3.2.1, we implemented then by modifying the 802.11 MAC and physical
layer code inns-2 [103]. We use the values from Table 3.3. These values are basen Mica2 Motes [104]
and TinyOS [11]. For STEM-BT, STEM-H, and STEM-BT2, we set T, = 1 ms [56]. This is the time it
takes to reliably detect that the wake-up and data channel ae busy when a busy tone or packet is being
transmitted. ® Each data point is averaged over 20 runs. The standard deviabn for the gures is given in

Table 3.1 and Table 3.2.

Table 3.1: Standard deviation as percentage of mean for Seon 3.2.8 gures (Averagej Maximum).

| | Fig.36 | Fig.37 | Fig.3.9 | Fig.3.12 | Fig.3.13 [ Fig. 3.14 2]
STEM 354| 399| 218|290 2.096| 2.628| 1.00| 1.00 | 1.60 | 2.58 | 1.93| 3.18
STEM-BT 190| 261|108 1.50| 1.96 | 2.76 | 0.44| 1.43 | 20.10| 24.57| 0.53 | 0.80
STEM-H 227|286| 161|257 | 1.84 | 2.45 | 1.59| 15.87| 18.63| 22.04| 1.92 | 3.13
STEM-BT2 184| 241|113 | 152| 164 | 228 | 0.37| 0.84 | 21.34| 24.14| 0.83 | 1.36

 In Figure 3.14, STEM-BT, STEM-H, and STEM-BT2 all have 50% fa Ise positive probabilities.

Initially, we look at a single-hop scenario with 10 sensorsn range of each other. A random sender and
receiver are chosen to communicate with Poisson trac at a xed rate of one packet per second (unless

otherwise noted). Each simulation runs for 500 seconds. Becise each data packet has a corresponding ACK

9While we do not explicitly consider switching energy and del ay, Ty, can be adjusted to this cost into account. We note
that radios on earlier versions of Mica Motes had transition  times of less than 10 s [105].
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Table 3.2: Standard deviation as percentage of mean for Seon 3.2.8 gures with false positive curves
(Average j Maximum).

| | Figure 3.10 | Figure 3.11 |

STEM 3.66| 4.04 |
STEM-H, 0% 217 | 2.95 |
STEM-H, 1% 231| 3.17 |
STEM-H, 5% 277 | 3.71 |

|
|

|
I
|
I
STEM-H, 50% || 3.87 | 4.98 |
STEM-H, 100% || 3.71| 4.72

STEM-BT, 0% | | 0.31] 1.10
STEM-BT2, 0% || | | 0.09| 0.16
STEM-BT, 5% | | 0.79| 1.09
STEM-BT2, 5% || | | 0.91| 1.29
STEM-BT, 50% || | | 0.40| 0.69
STEM-BT2, 50% || | | 0.42| 058
STEM-BT, 95% || | | 0.44| 0.87
STEM-BT2, 95% || | | 0.47| 1.12

Table 3.3: Protocol parameter values.

Parameter Value
Physical Layer Header | 28 bytes
MAC Layer Header 6 bytes
Payload per Packet 30 bytes
Total Packet Size? 64 bytes

Bitrate 19.2 kbps
Prx 81 mwW
P, 30mw
Ps 3 W
Tin 30ms

2 \We assume that FILTER, FILTER-
ACK, data, and ACK packets are the
same size.

packet, 128 bytes (see Table 3.3) are transferred per data piet. This translates to a 5.33% utilization of
the channel bitrate. The sleep interval, Ty;s, for the protocols is varied to determine its e ects on enery and
latency. The goal of these experiments is to investigate prperties of the protocols in a simple environment.

We also evaluate performance in a more realistic, multi-hopscenario. We de ne the node density of a

N r?

network, ,as = A

, where N is the number of nodes in the network,r is the range of a node's radios,
and A is the geographic area of the network. Given this de nition, we place 50 sensor nodes uniformly at
random in a square region such that 9:8. For each topology tested, a path exists between every node

in the network. We vary the number of connections per scenao while keepingT,s and the Poisson tra c
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Figure 3.6: Energy consumption of the protocols.

rate xed. For each connection the sender and receiver of theow is chosen uniformly at random. For the
sensor network application at Great Duck Island [106], the ta c rate is one data packet every 70 seconds.
To keep our simulation execution times reasonable, the tra c rate per ow is set to be one data packet every

20 seconds and each simulation runs for 1000 seconds.

Energy and Latency Comparison: We adjust Tys from 60ms to 250 ms to see the performance of the
protocols, shown in Figure 3.6. The energy metric we use is des per bit, which is the aggregate energy used
by all nodes during the simulation divided by the total number of data bits received by the destination(s).

The simulation results are presented in Figure 3.6. We see #it STEM uses the most energy of the
protocols, but shows a large improvement ad,,s increases. Recall that STEM's major weakness is its large
energy cost to monitor the wake-up channel in steady-state.As Ty increases, the relative amount of sleep
time for the monitoring process increases. Thus, the monitdng process uses less energy while the wake-up
process uses only slightly more energy (due to the increase T, for the sender). STEM-H consistently
does much better than STEM. STEM-H's energy consumption al® decreases a3s increases, though it is
much less dramatic than STEM's decrease.

Figure 3.6 also shows that STEM-BT2 consistently outperfoms STEM-BT. Both STEM-BT and STEM-
BT2 show the same trend, a linear increase in energy consumiain as Tys increases. This is because the
wake-up cost for these protocols increases while the moniting cost decreases only slightly. In particular,

the busy tone is transmitted for a longer time and, hence, najhbors have to keep their data radios idly

listening (or probing) for a longer period of time on average
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In Figure 3.7, we see a linear increase in latency for all pratcols asTys increases. This is because
the wake-up process takes longer a3,s grows. STEM and STEM-H show a more gradual increase in
latency because the time of their wake-up processes are progional to roughly %TWS, whereas STEM-BT
and STEM-BT2's wake-up processes are proportional tdl,,s. We also note that STEM-H and STEM-BT2
have a latency that is larger than that of STEM and STEM-BT, re spectively, by a constant amount. This
constant amount is approximately equal to Tr since STEM-H has to wait for an extra FILTER to be sent
on the wake-up channel (when compared with STEM) and STEM-BT2 has to wait for an extra FILTER to

be sent on the data channel (when compared with STEM-BT).
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Figure 3.7: Latency of the protocols.

To gain a better understanding of the energy-latency tradeo for the protocols, we plot the average
latency versus the energy consumption for each xedl,s value. The result is shown in Figure 3.8. We can
see that STEM-BT2 outperforms all of the other protocols in this metric. However, we notice that STEM-BT
and STEM-BT2 show an increase in energy consumption as lataty increases while STEM and STEM-H
show a decrease in energy consumption. Thus, comparing theergy of STEM-H to that of STEM-BT when
the average latency is about 220 ms is misleading because SWVEH has lower energy consumption at that
point, but STEM-BT has lower energy consumption when the aveage latency is smaller.

In Figure 3.9, we test the protocols at a higher sending rate.The rate is set to three packets per second
(i.e., 16% channel utilization). From this graph, we see thd the relative di erence in energy consumption
between STEM and STEM-H decreases. This is because a higheate reduces the amount of monitoring
time between wake-up procedures. Thus, STEM does better atigher data rates due to less monitoring time

per packet arrival. STEM-H, however, shows less relative imrovement since its monitoring cost is already
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Figure 3.9: Energy consumption at a higher rate.

Also in Figure 3.9, we see that the relative di erence betwea STEM-BT and STEM-BT2 increases at
a higher rate. This is because, at a higher rate, the wake-up qwcedure becomes more frequent. Thus,

STEM-BT2, which has a lower wake-up cost than STEM-BT, will further outperform STEM-BT.

The E ects of Spurious Wake-Ups: One of the disadvantages of doing the FILTER transmission
detection on the wake-up channel in STEM-H is that interference in the frequency band may cause a node to

detect the channel as busy when no FILTER is being transmitted. For example, such interference may come
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from other sensor nodes that are not within communication range, but still transmit with enough power
to interfere. Another example of interference is other eletonic devices that share the same unlicensed
bandwidth as the sensors. Thus, we study how the performancef STEM-H degrades in the face of such
interference.

Figure 3.10 shows the energy consumption of STEM and STEM-HFor STEM-H, we vary the probability
that when a monitoring node idly listens on the wake-up chanrel, it erroneously detects a FILTER transmis-
sion (i.e., a false positive). For STEM-H, the percentage vaues shown in the key of Figure 3.10 indicate the
probability a false positive occurs each carrier sensing p@d. For example, \STEM-H, 5%" indicates that
each idle listening period on the wake-up channel a monitorig node falsely detects a FILTER transmission
with probability 0.05. Thus, 0% false postive value indicates that every detection of the wake-up channel as
busy is caused by a FILTER transmission. A 100% false positig value is the worst case where every carrier

sensing period a monitoring node detects the wake-up chanhas busy regardless of its actual state.
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Figure 3.10: E ects of false positives on STEM-H.

From Figure 3.10, we see that a low false positive percentagée.g., less than 5%) does not a ect the
performance of STEM-H much and it still signi cantly outper forms STEM. As the false positive percentage
increase, the performance of STEM-H converges to that of STH (the line for STEM and STEM-H with
100% false positives almost overlaps). This conrms the intition discussed in Section 3.2.5. Thus, with
completely unreliable FILTER transmission detection, STEM-H does no worse than STEM.

We do similar tests with STEM-BT and STEM-BT2. In STEM-BT, fa Ise positives a ect the detection
of busy tones on the wake-up channel. In STEM-BT2, false posives a ect both the detection of busy tones

on the wake-up channeland the detection of FILTER packets on the data channel. Figure 311 shows the
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results. At a low false positive percentage (i.e., 0% and 5%)STEM-BT2 saves more energy than STEM-
BT because the bene ts from data channel carrier sensing arsigni cant. However, as the false positive
percentage becomes large (i.e., 50% and 95%), the performzes of STEM-BT and STEM-BT2 converge
since both protocols are using a large amount of energy on thevake-up channel. In this situation, STEM-
BT2's data channel carrier sensing will exhibit similar behavior to STEM-BT's data channel idle listening

since the false positives from carrier sensing cause STEMIR to frequently resort to idle listening.
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Figure 3.11: E ects of false positives on STEM-BT and STEM-BT2.

Our nal experiment to test spurious wake-ups investigatesthe relation between the false positive per-
centage and energy consumption. In Figure 3.12, we XT,s = 100ms and see that only at low percentages
does STEM-H perform worse that STEM-BT. This is because carier sensing occurs more frequently for
STEM-BT than for STEM-H and, thus, shows more degradation asa higher percentage of carrier sensing
periods detect false positives. STEM-BT2 also outperformsSTEM-BT at low percentages, and their perfor-
mance converges at high percentages. STEM is not a ected bypairious wake-ups; its performance is shown

for reference relative to the other protocols.

Multi-Hop Performance: We tested the protocols in multi-hop, multi- ow environmen ts. We note that
this is the rst time, of which we are aware, that such tests have been done on STEM or STEM-BT. In [2,3],
the simulation results are limited in that they consider only a single ow.

In Figure 3.13, we setT,s = 100ms and incrementally increase the number of concurrentows in the
network. At the low rate of one packet every 20 seconds, STEM des much worse than the other protocols

for reasons discussed in Section 3.2.4. The performance of BM-BT and STEM-BT2 is almost identical
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since wake-ups are rare. STEM-H does slightly worse than STH-BT and STEM-BT2 because, as shown

in Figure 3.4, STEM-H has a higher monitoring cost since it mwst wake up multiple times in between sleep

intervals.

0.06

0.0006 |

'STEM -+

| STEM-H -
STEM-BT —»—
STEM-BT2 —-&-

1

| | | | | | | | |
0 01 02 03 04 05 06 0.7 0.8 0.9
False Positive Probability

3.12: E ects of false positives on protocols.

0.05

0.04

0.03

Joules/Bit

0.02

0.01

'STEM -

+,,,
STEM-BT —x—
STEM-H % -

STEM-BT2 --B--

5 6 7 8 10

Number of Connections

3 4

Figure 3.13: Multi-hop energy consumption.

From Figure 3.13, one could conclude that the busy tone proteools are always superior to STEM and
STEM-H. However, STEM-BT and STEM-BT2 rely heavily on carri er sensing and are, therefore, more
susceptible to the e ects of spurious wake-ups. In contrastSTEM is una ected by false positives since no

carrier sensing is needed to determine when the radios shaltemain on. STEM-H shows some e ects from

spurious wake-ups, but as shown

in Figure 3.12, large falseogitive percentages are not as detrimental as
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they are for STEM-BT and STEM-BT2. Thus, in Figure 3.14, we see that STEM and STEM-H outperform
STEM-BT and STEM-BT2 when the sensors operate in an environnent where spurious wake-ups are a

signi cant problem.
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Figure 3.14: Multi-hop energy consumption with false positves.

3.3 Summary

In this chapter, we have proposed and demonstrated two methds where carrier sensing at the physical
layer can reduce the energy consumption of power save protots. The technique signi cantly reduces the
energy spent listening for wake-up signals. We have shown kothis can be applied to both an in-band
protocol, IEEE 802.11 PSM [7], (Section 3.1.1) and an out-eband protocol, STEM [2, 3], (Section 3.2.1).
This technique is particularly bene cial when tra c is ligh t and, most of the time, no packets need to be

advertised.
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Chapter 4

Adaptive Energy-Saving Protocols

Many power save protocols use a similar design where nodessp for some xed interval and, at the end
of that interval, wake up for a xed listening interval to che ck for wake-up signals. This design is used in
802.11 PSM [7] as well as sensor network protocols, such asNBAC [26] and STEM [2]. As discussed in
Section 2.1.3, the disadvantage of such an approach is thasiresults in a \one size ts all" protocol that is
agnostic of the tra c rate in the network or desired latency o f an application, for example.

In this chapter we propose adaptive techniques to improve tle energy e ciency of in-band power save
protocols. Our previous work [27{29] has looked at adaptiveintervals for out-of-band protocols. In Sec-
tion 4.1, we propose dynamic listening intervals based on ta tra ¢ near a node. In Section 4.2, we explore

dynamic sleeping intervals based on the desired latency regrements of an application.

4.1 Dynamic Advertisement Windows

From the description of 802.11 PSM in Section 2, we can see thahe ATIM window wastes a signi cant
amount of energy when the tra ¢ load is low. For example, in previous work [60, 68] some typical values
for the ATIM window and beacon interval are 20 ms and 100 ms, repectively. Thus, even whenno tra c is
being sent, nodes listen to the channel for 20% of the time. Its obvious that more energy could be conserved
by reducing the size of the ATIM window when tra c is sparse. H owever, if the ATIM window becomes
too small, then nodes cannot advertise their data since the wmdow ends before they are able to access the
channel and send an ATIM. Thus, our techniques reduce the owtnead of the ATIM window when tra c is
sparse and provide larger ATIM windows when more data needsa be advertise.

The major contribution of this work is that we dynamically re -size the ATIM window based on the

number of advertisements to be sent in the current window. Whle the dynamic adjustment of the ATIM
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window has been explored previously [60,107], this is the st work of which we are aware that achieves this

in a multi-hop environment using a single channel.

4.1.1 Protocol Description

The CS-ATIM protocol discussed in Chapter 3 is more energy e cient than 802.11 PSM when there are a
large number of beacon intervals in which no nodes have pacteto advertise. However, if a small number
of packets need to be advertised in a beacon interval, then riring nodes to listen for the entire ATIM
window wastes energy. ldeally, the ATIM window should be lorg enough for all the ATIMs that need to
be transmitted and then the ATIM window should end right afte r the last ATIM-ACK is received. ! This
is what past work tries to achieve either through heuristics[60] or dynamically extending the window when
packets are received [61,107]. Unlike the previous work thadynamically extends the ATIM window based
on packet reception, our goal is to have a protocol that worksin multi-hop environments and does not use
a second channel (e.g., a busy-tone channel). We refer to thiextension of CS-ATIM asDynamic CS-ATIM
(DCS-ATIM).

First, we distinguish between two types of packet receptionin IEEE 802.11. When a packet is received
at a power level above the RXTHRESHOLD, we say that the receiver is within the transmission range
of the sender. When a packet is received at a power level belothe RX_THRESHOLD, but above the
CS_THRESHOLD (carrier sense threshold), the receiver is said ® be within the carrier sensing range of the
sender. Packets received by nodes in the carrier sensing rge cannot be decoded, but do cause the node's
clear channel assessment to classify the channel as busy. \esume that, most of the time, a node's carrier
sensing range is at least twice as big as its transmission rge [108]. Thus, whenS sends a packet andR is
within the transmission range of S, the nodes within the transmission range ofR are likely to be within the
carrier sensing range ofS.

We note that in several cases a node may receive a packet abotlee RX_THRESHOLD, but its neigh-
bors do not receive the packet above the CIHRESHOLD. This may occur due to short-term fading or
obstructions in the line-of-sight of a node pair. While DCS-ATIM can recover from such occurrences, we
assume such events are raré. In the worst case, when a node detects little or no correlatia between its
packet receptions and a neighbor's carrier sensing of thegeckets, then the node can fall back to CS-ATIM
to advertise packets to that neighbor.

In DCS-ATIM, two carrier sensing periods follow the beginning of the beacomterval:

1This statement assumes tra ¢ is not so heavy that the ATIM win dow grows large enough that data packets can never be
sent.
2We do not test these situations in our simulations.
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CS1: As in CS-ATIM, DCS-ATIM begins with a carrier sensing period of length Ts during which
time nodes use the protocol from Section 4.1.1 to indicate wéther they have packets to advertise. We

refer to this carrier sensing interval asCS;.

CS,: DCS-ATIM adds a second carrier sensing periodCS», (of duration Tcs) that immediately follows
CSi. If a node wants its neighbors to use a static ATIM window, as n CS-ATIM, then it transmits
a dummy packet during CS,. Otherwise, its neighbors use the dynamic window scheme desbed
below. For example, a node may use a static ATIM window if it has not been able to advertise a
packet for the pastk intervals. This is a fail-safe mechanism when a packet is urge to be advertised

after attempting for several dynamic windows.

We now describe the protocol after the above two carrier sensg periods when nodes have decided
to use dynamic ATIM windows. First, we give ATIM packets a di erent maximum contention window
size CW,y) than data packets (CWnax ). In the IEEE 802.11 speci cation [7] for direct-sequence pread
spectrum (DSSS), the defaultCWn,« is 1023 slots and the default slot time,Tqot, is 20 s. Using such a
large contention window for ATIMs is unnecessary when the etire ATIM window is typically on the order of
tens of milliseconds. Also, only one ATIM is sent per sendereceiver pair whereas multiple data packets may
then be sent over that link after the ATIM window. Thus, the nu mber of ATIM packets sent in the ATIM
window should be less than or equal to the number of data packe sent following the ATIM window. This
means there should be less nodes contending for access dgrithe ATIM window since each sender-receiver
link contends for the channel only once during the ATIM phase but potentially multiple times during the
data phase. Therefore, it is not unreasonable to mak€W,,, < CW nax in most scenarios. Thus, nodes that
have ATIMs to send during the ATIM phase use the same protocolas 802.11 CSMA/CA, but use CW,,, as
the maximum contention window size rather than the default CWpay .

At the start of the dynamic ATIM window, every node listens to the channel and sets a timer to expire

after:

Tidle = DIFS + Tgot CWaw + Propmax
+ Tatim + SIFS + propmax + Tack (4.1)

+ DIFS + Tgot CWaw + Propmax

whereDIFS and SIFS are the DCF and Short Interframe Space as speci ed by IEEE 8021 [7], respectively.

The values Taim and Tk are the time durations required to send an ATIM and ATIM-ACK, respectively3

STaim and Tae are constant since ATIM and ATIM-ACK packets have a xed, spe  cied size.
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The maximum propagation delay between two nodes is denotedsapropmax - Tigle IS lOng enough to give a
node the chance to access the channel after it was in the cami sensing, but not transmission range, of an
ATIM/ATIM-ACK handshake.

If a node sends or carrier senses a packet before the timer dargs, the timer is reset to end Tige time
after the packet is sent or carrier sensed. To avoid starvatin, an upper limit is set on the size that the
dynamic ATIM window can reach. We set this upper bound equal © the default, static ATIM window size,
Taw, used for unmodi ed 802.11 PSM.

A node may transmit ATIM packets as long as it has sent a packetor received a packet above the
RX_THRESHOLD within the past Tige time. When one of these two conditions is met, it implies that the
node's neighbors have either received or carrier sensed a gt within the past Tige interval and, hence,
refreshed their timers to continue listening for ATIM packets. If a node has carrier sensed a packet within
the past Tige time, but not sent or received a packet during that time, then it must continue to listen for
ATIMs until its timer expires, but it cannot send anymore ATl Ms until the next beacon interval. If a node
is unable to send an ATIM for k consecutive intervals, it usesCS; to let its neighbors know to resort to a
static ATIM window size.

Whenever a node does not send or carrier sense a data packet fiq time, or the upper bound on the
dynamic ATIM window is reached, the node ends the ATIM phase and waits for the data phase to begin.
As in 802.11 PSM, if a node sent or received an ATIM during the AIM window, it remains on for data
communications. Otherwise, the node returns to sleep untilthe beginning of the next beacon interval. The
data phase beginsT,, after the start of the ATIM window. It is postponed until this time to avoid sending
potentially long data packets while other neighbors are trying to transmit ATIMs.

An example of DCS-ATIM compared with 802.11 PSM is given in Fgure 4.1. First, DCS-ATIM has
an additional carrier sensing period at the beginning of thebeacon interval. BecauseA has a packet to
advertise, it sends a dummy packet at the start of the beaconnterval. In this example, A desires a dynamic
ATIM window, so no dummy packet is sent during the second carier sensing period. After both carrier
sensing periods have endedA sends an ATIM to B. In this example, C does not carrier sense anymore
transmissions after B's ATIM-ACK. Thus, with DCS-ATIM, C returns to sleep Tige time after receiving
the ATIM-ACK rather than waiting for the entire T, duration of the ATIM window. With 802.11 PSM,

C must remain on for the entire T, time of the static ATIM window.

From this description, we see that, in the worst case, the ATM window for DCS-ATIM uses only slightly

more energy in the ATIM window than 802.11 PSM (for the carrier sensing periods) and may use much less

energy when a small number of ATIMs are sent. In terms of lategy, DCS-ATIM may perform worse than
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Figure 4.1: 802.11 PSM vs. DCS-ATIM.

802.11 PSM if a data packet arrives at the node towards the enaf 802.11 PSM's static ATIM window. In
this case, 802.11 PSM can advertise the packet and send the @ain the current beacon interval. By contrast,
if DCS-ATIM's dynamic ATIM window has already ended, the nod e may wait until the next beacon interval
to advertise the packet. Additionally, DCS-ATIM may not be a ble to advertise as many packets as 802.11
PSM if a node with a packet to advertise does not send or receé&vany packets above the RXTHRESHOLD
as discussed above (e.g., a node cannot transmit since it losontention to the access). In this case, the node

will wait until the next ATIM window to advertise the packet.

4.1.2 Design Discussion

Tige Length:  As shown in Equation 4.1, we sefTige (the time a node waits before returning to sleep) to
be a static value that is long enough for a sender to lose chamhaccess once and still have its receiver remain
listening to the channel. We chose this value to design for sstems where tra ¢, and, hence, contention, is
rather low. We feel that many power save protocols may operat in such environments where tra c is sparse,
such as sensor networks. In Section 4.1.3, we show that thisalue works relatively well in the environments
we tested.

If tra c is extremely sparse and usually only one node is transmitting in an area, then using an even

smaller value ofTige may perform better due to the lack of contention. However, ifthe environment is such
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that contention increases, then it may be better to choose adrger value of Tige . Such a situation may occur
in event detecting applications, where a geographically elstered group of sensors may begin contending for
the channel at the same time in response to an event.

The value of Tige should be chosen appropriately for the expected tra ¢ patterns of the application. If
the amount of tra ¢ has a high deviation (e.g., event detecti on), it may be bene cial to explore dynamic
values of Tige . In this scenario, a sender may track a contention metric, sah as how often it is unable to
transmit its packet within Tige time or how many other nodes in its neighborhood are contendig. If the
contention metric increases, then a sender can piggyback aemv Tige value on advertisement packets. When
nodes receive newlige Vvalues from their neighbors, they will choose the largest vime as the time that they
use to accommodate their neighbor that expects them to remai on the longest.

In the dynamic scenario, a mechanism must be introduced to &w nodes to reduce theirTye value when
the contention decreases. A node could keep track of whafye value was requested by each neighbor and
when. Then a node would no longer consider that value in decidg which value to use if (1) a soft timer
expires without hearing from that particular neighbor or (2) the neighbor explicitly sends a new, lowerTige
value, which is then used in future decisions of how long to eend listening. Thus, the Tige value associated
with each neighbor may be changed implicitly or explicitly. Whenever a neighbor'sTige Vvalue expires or
changes, the node will again look at its neighbor table to det¢rmine which one has the largesfTiye value
and, hence, should be used by the node.

The dynamic adjustment could be further optimized by a sende specifying Tige times per receiver rather
than using one valued for every neighbor. The main reason thawe do not use such a dynamic scheme is
that it signi cantly increases the amount of coordination and complexity of the protocol. However, future
work could include incorporating such a modi cation to determine how much tra ¢ variance is necessary

before such a scheme o ers signi cant bene ts over our schem.

Dynamic Thresholds: In our current protocol description, we use RX THRESHOLD and CS_THRESHOLD
as the signal strengths necessary for a node to consider iteighbors as still listening and to continue listen-
ing to the channel, respectively. We use these values becarishey are already speci ed for other purposes.
However, it is not necessary to use these two values. More gerally, we could refer the thresholds asT hr
and Thrjgen and adjust them as necessary. That is,Thry and Thrjgen are not necessarily equal to
RX_THRESHOLD and CS_THRESHOLD, respectively.

These thresholds could then be adjusted dynamically in respnse to the environment. By increasing

Thry, a node becomes more conservative in when it considers its igabors to still be listening and, hence,
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transmits. By decreasingT hrjisten , @ NOode becomes more liberal in when it continues listeningd the channel
and, hence, may receive more of a transmitter's packets, buéxpends more energy.

If a sender fails to successfully communicate with its receer using DCS-ATIM and has to fall back to the
original 802.11 PSM protocol, as discussed in Section 4.1.then it can increase itsT hr, by some speci ed
amount. Each sender could also maintain aT hry per receiver based on past history. If the sender still
has di culty in communicating with the receiver, it could pi ggyback some information (e.g., the number of
beacon intervals the packet has been delayed) in each packet order to give the receiver an indication that
it should decrease itsT hrjisen - Unlike the Thry value, a node can only use ond hrjgen, Value (as opposed
to a separate value per sender) since the receiver does not éav which senders may try to transmit in a
given beacon interval.

One major design issue is when to decrease and increabéry, and T hrjsen , respectively, in a dynamic
scheme. The bene t of decreasingd hry is that the sender may be too conservative in trying to commuricate
and unnecessarily delay packets for subsequent beacon im@ls when the receiver is in fact still listening in
the current advertisement window. The bene t to increasing T hrjisien, IS that the node will use less energy
remaining on to listen for potential advertisements.

The di culty with these rules are as follows. The reasons that a sender/receiver pair would try to decrease
Thry orincreaseT hrjisen  are (1) the link and/or connection terminates or (2) their cu rrent communication
is acceptable in terms of reliability and they want to try to i mprove the latency or energy consumption
by changing Thr and Thrjisen , respectively. In the rst case, a node must keep track of thethresholds
per connection/link and use, for example, soft timers or packet loss to determinevhen the connection or
link terminates. At this point, the sender can stop using that receiver's T hr value and the receiver can
re-evaluate the T hryseen  Value it is using after removing the T hrjisen  Value for that sender.

The second case is more di cult since it is necessary to know bw much a modication in Thry or
Thriisen  Would e ect the reliability. One method may be for the nodes to periodically modify their thresholds
for a neighbor and observe the reliability. Determining the magnitude of the change may be another issue.
Also, it may be the case that, for whatever reason, the obsemtions represent outliers when compared with
the common operating environment and, thus, measure bettereliability than will be experienced on averaged
with the thresholds being tested.

We chose to use the RXTHRESHOLD and CS_THRESHOLD values since they are already speci ed.
Also, choosing a specicThry and Thrjgen would vary largely by environment and, thus, is dicult to
e ectively test in simulation. We chose to use static valuesof the thresholds to simplify the protocol. As

we can see from the discussion in this section, adding dynamiextensions would greatly complicate the
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protocol. As we show in Section 4.1.3, just using the static alue for Thry and Thrjgen  performs well in
many environments and the added complexity of dynamic value may not be worth the potential additional

improvement in many circumstances.

4.1.3 Simulation Results

To evaluate our protocols, we simulated them by modifying the MAC and physical layers ofns-2 [103]. We
use the notation Py, Pix, Pliisen , @nd Pseep to denote the power a node consumes to transmit, receive,

listen, and sleep, respectively. We test the following probcols:

ALWAYS ON [7]:  Thisis the IEEE 802.11 protocol with no power save. It is the default, unmodi ed
MAC protocol in ns-2. Because nodes never sleep, ALWAYS ON uses the most energwitbhas the

lowest latency.

802.11 PSM [7]: This is the standard IEEE 802.11 protocol with power save enhled. 802.11 PSM

is described in Chapter 2.
CS-ATIM:  This is 802.11 PSM with the carrier sensing modi cation descibed in Section 3.1.1.

DCS-ATIM:  This is 802.11 PSM with the dynamic ATIM modi cation for mult i-hop networks de-

scribed in Section 4.1.1.

802.11 MIN: This protocol needs more explanation because we are unawaeoé any other work which
uses it. 802.11 MIN represents the minimum latency and enengconsumption possiblefor the IEEE
802.11 protocol We do not claim, nor believe, that it is optimal across the erire range of possible
MAC protocols. However, it provides a useful baseline to mesure other protocols against, since energy
consumption and latency are two competing metrics and the dsired tradeo between these metrics
is application-dependent. The latency for 802.11 MIN is sinply equal to the latency for ALWAYS
ON. Generally, ALWAYS ON is better than any power save protocol in latency since a node can
immediately begin contending for medium access rather tharwaiting for the next scheduled wake-up
time for the sender and receiver. To calculate 802.11 MIN's eergy, a node consume®y, power while
sending a packet,P,, power while overhearing a packet,Pisen power while deferring and backing
0 as required by IEEE 802.11, and Pgeep, power at all other times. Essentially, for a given scenario,
802.11 MIN represents the lowest possible energy achievabfor nodesusing IEEE 802.11 if they slept
as aggressively as possible (i.e., a node sleeps whenevegyttare not sending a packet or attempting

to access the channel). Obviously, such a protocol is not pagble since it requires the receiver to have
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perfect, advance knowledge of when a sender will attempt to &gin contending for the channel to send

a packet and wake up at that time (even if the two nodes had nevecommunicated previously).

We use 2 Mbps radios that have a 250 m range. Each data point isveraged over 30 tests. The choice
of a di erent channel bitrate would have the following e ect s on the protocols. For CS-ATIM, the carrier
sensing period is rate-independent [109]. Thus, Ty is normalized to the packet transmission time, the
carrier sensing time will be a higher overhead at a high bitrée and a lower overhead at a low bitrate. For
DCS-ATIM, Tige from Equation 4.1 will be larger for a lower bitrate and smaller for a higher bitrate since
it is a function of how long it takes to transmit ATIM and ATIM- ACK packets.

For each multi-hop scenario, we place 50 nodes uniformly atandom in a 1000m 1000m area and
consider only scenarios in which every node has a route to emeother node in the network. To avoid second-
order e ects from routing protocols (e.g., the long delay faoa RREQs to traverse a power save network), we
use Floyd-Warshall's All-Pairs Shortest Path algorithm [110] to precompute routes for all the nodes.

We vary di erent parameters for each test, but the following values are used when the parameter is not
being varied. The beacon interval length is 100 ms and,,, is 20 ms. Five ows send 512 byte data packets at
a rate of 1 kbps per ow (i.e., each ow uses about 0.05% of the leannel bitrate per hop). We test the e ects
of increasing the per- ow rate. We use a relatively low rate kecause at high rates, power save protocols
become ine ective since nodes essentially transition to tk ALWAYS ON state.

The sender and receiver of each ow are chosen uniformly at mdom and the tra c is constant bitrate
(CBR) unless otherwise noted. With CS-ATIM, the carrier sensing time, Tcs, is set to 1 ms, which is about
66 times larger than the 15 s required by 802.11 compliant hardware. We seTs to be large to mitigate the
e ects of short-term fading. In DCS-ATIM, the maximum backo interval size, CW,, , is set to be 63 slots.
For the parameters we use Tige is set to 3.19ms according to Equation 4.1. For the power chaacteristics
of the radio [66,70], we usePy =1:4W, Px =1:0W, Pjisen = 0:83W, and Pgjeep = 0:13W.

As mentioned earlier, CS-ATIM and DCS-ATIM are vulnerable t o false positives when they erroneously
carrier sense the presence of a signal. Thus, in some of ourste we evaluate the e ect of false positives
on the protocols by specifying a percentage that representthe probability that a node remains on for the
ATIM window even when none of its neighbors transmitted a dunmy packet. For example, a 10% chance of
false probabilities means that with probability 0.1, a node running the protocols remains on for the ATIM
window even though there were no dummy packets transmitted.

In this chapter, we present tests that measure energy consuption and latency by varying the following

parameters:
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Beacon Interval Time: We vary the length of the beacon interval to increase the amoaut of sleep

time between beacon epochs.
Per-Flow Rate: We increase the rate at which each of the ows in the network issending packets.

False Positives: For our protocols, we show how false positives (i.e., errormusly detecting the channel

as busy) a ect the energy consumption.

In our tests, energy consumption is measured in units of Jows/bit. This is calculated by dividing the
total energy consumed by all nodes in a scenario by the total amber of data bits that are received by their
nal destination. The latency is calculated as the average ed-to-end latency over all packets received by

their nal destination in a given scenario.

Evaluating CS-ATIM and DCS-ATIM: First we tested the power consumption and latency of CS-
ATIM and DCS-ATIM. For these tests, we varied the length of th e beacon interval from 40ms to 150 ms. As
shown in Figure 4.2, all of the power save protocols show a degase in energy consumption as the beacon
interval is increased since this allows nodes more sleep tinbetween ATIM windows. We see that CS-ATIM
and DCS-ATIM both perform signi cantly better than 802.11 P SM. CS-ATIM and DCS-ATIM use about
the same amount of energy and consume anywhere from 30% to 60fss energy than 802.11 PSM for the
parameters tested. All protocols do signi cantly better than ALWAYS ON; even 802.11 PSM consumes
anywhere from 40% to 70% less energy than ALWAYS ON. When comared to 802.11 MIN, CS-ATIM and
DCS-ATIM use only about 18% to 30% more energy. The standard dviation for any single data point in

Figure 4.2 never exceeds 4.5% of the mean.
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Figure 4.2: Energy vs. beacon interval.
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The disadvantage of using power save protocols is evident ifrigure 4.3 that shows the latency of the
protocols. Just as an increasing beacon interval decreaséise energy consumption, it increases the latency
since there is a greater probability packets arrive outsidehe ATIM window and the time that these packets
have to wait to be advertised increases. ALWAYS ON, and hence802.11 MIN by de nition, always do
signi cantly better than the power save protocols. The maximum standard deviation for any single point on

a curve in Figure 4.3 is between 34% and 35.8% of its mean depding on the protocol.
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Figure 4.3: Latency vs. beacon interval.

For the power save protocols, 802.11 PSM always has the lowektency of the power save protocols.
CS-ATIM, however, tends have a slightly higher latency. Thedi erence between CS-ATIM's latency and the
latency of 802.11 PSM is relatively constant in the range of 8ns to 15ms. This small increase in CS-ATIM
latency is due to the greater probability that packets may arrive during 802.11's longer ATIM window.
DCS-ATIM has a slightly larger latency than CS-ATIM because of the extra carrier sensing period as well
as the fact that sender's may occasionally have to postponeheir advertisement until a later ATIM window.

In Figure 4.4 and Figure 4.5 we show how an increased sendin@te a ects the protocols. In these tests,
the sending rate of each of the ve ows is increased from 1 kbp to 10 kbps (i.e., each ow uses about
0.5% of the channel bitrate per hop). We see that DCS-ATIM does even better relative to CS-ATIM in this
setting since a larger fraction of the ATIM windows have at least one advertisement to be sent. In this case,
CS-ATIM has the same energy consumption as 802.11 PSM. Howek, DCS-ATIM can do better by allowing
nodes to return to sleep earlier when only one advertisemenis sent. The maximum standard deviation
for any point on the ALWAYS ON curve in Figure 4.4 is about 0.5% of its mean; for the other curves in

the gure, this standard deviation metric ranges from 8% to 12.5%. In Figure 4.5, the maximum standard

54



deviation for any single point on a curve ranges from 34.5% t@l2.7% of its mean depending on the protocol.
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Figure 4.4: Energy vs. beacon interval with 10 kbps ows.

However, as Figure 4.5 shows, this improved relative energgonsumption comes at the cost of increased
latency. As the beacon intervals get longer with the higher gnding rate, more contention occurs during
the ATIM window and, hence, a greater chance that a node with a ATIM to send will have to delay the

transmission until a later ATIM window, which signi cantly increases the delay of that packet.
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Figure 4.5: Latency vs. beacon interval with 10 kbps ows.

This increased contention and advertisement delay also eXpins the gradual increase in energy consump-

tion for DCS-ATIM seen in Figure 4.4. We set DCS-ATIM to resort to CS-ATIM when a packet cannot be
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advertised for three consecutive ATIM windows. Thus, as DCSATIM uses more static ATIM windows, its
energy consumption approaches that of CS-ATIM.

In Figure 4.6 and Figure 4.7, we see this trend as a function oper- ow rate. We note that the gures
show the values of these metricselative to 802.11 PSM (i.e., 802.11 PSM is always equal to one). CS-AM
converges to 802.11 PSM in terms of energy and latency when ¢hload increases to the point that packets
are being advertised every ATIM window. DCS-ATIM, however, tends to plateau relative to 802.11 PSM
when the rate reaches the point where packets are being advised every beacon interval. In Figure 4.6 and
Figure 4.7, the maximum standard deviation of any single pomnt on any single curve as a percentage of its

mean is 11% and 26%, respectively.
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Figure 4.6: Relative energy consumption vs. per- ow rate.

False Positives  As mentioned earlier, our protocols are susceptible to faks positives when nodes carrier
sense the channel as busy even though no dummy packet was senin this case, nodes waste energy by
staying up for an ATIM window when no packets need to be adverised. In Figure 4.8, we see that CS-ATIM
and DCS-ATIM show a linear increase in energy consumption ashe false positive probability increases. In
the worst case, when the false positive probability is equato 1, the energy consumption of our protocols
converges to slightly more than that of 802.11 PSM since theytill have the overhead of carrier sensing. The

maximum standard deviation for any single point on any singke curve in Figure 4.8 is 3.6% of its mean.
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Figure 4.7: Relative latency vs. per- ow rate.
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Figure 4.8: Energy vs. false positive probability.
4.2 Multi-Level Power Save Routing

In this section, we propose an adaptive sleeping approach f@n in-band protocol. This is somewhat di erent
from our previous work [27{29] on adaptive sleeping for outef-band protocols in that we use the routing
layer as opposed to only the link layer. The sleep intervals dapt in response to the desired latency of the
tra c on a path.

In particular, we design a routing protocol for networks that use multiple levels of power save protocols.
Each level of power save provides a di erent energy-latencyradeo (i.e., a level with a lower latency requires

more energy). We note that this paradigm is a generalizationof the environment in [66, 67] (discussed in
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Section 2.1.3) where only two levels of power save are assuthé.e., (1) not using any power save and (2)
using 802.11 PSM). This allows applications (e.g., sensoreports) to achieve an acceptable latency while
reducing energy consumption in the network.

By incorporating the routing layer in the power save processwe believe that the energy-latency tradeo
can be better adapted to t the needs of an application. For example, consider the scenario where data
packets are being sent fromA to C viathe route A! B! C. Using network layer information, we can
design power save protocols to consider the whole route. Inyse link-layer-based approaches, the power save
protocol would run independently at links A! B andB ! C.

The idea of using multilevel design to achieve acceptable &deo s is prevalent in computer science
(see [111] and references therein). For example, in computarchitecture, accessing cache is much faster
than main memory. However, main memory is cheaper in terms otost per byte and is capable of storing
much more data.

In Section 4.2.1, we give an overview of the link layer protool that provides multilevel power save. In
Section 4.2.2, we describe our routing protocol to e ectivédy use multilevel power save. We present simulation

results in Section 4.2.4.

4.2.1 Link Layer Protocol Description

First, we need to specify how the link layer power save protocls can be designed to providek levels of
power save, each with di erent energy-latency characteritics. Many power save protocols can be adapted to
achieve this as discussed later in this section. We use 80A.PSM [7] as the underlying power save protocol,
which is described in detail in Chapter 2. This protocol is ugd because it is in-band and for the reasons
discussed in Section 2.1.1, such as well-documented spezation and widespread usage.

The 802.11 PSM protocol can be adapted to providek levels of power save by changing how frequently

a node wakes up to listen during an ATIM window based on its curent power save level. We denote these

\always on" state and P Sy ; uses the least amount of energy, but has the highest latencyln P S, the
nodes never sleep and, thus, can receive a packet with the l@st latency, but also consume the most energy.
The next level, PS; corresponds to the standard implementation of 802.11 PSM. hat is, when a node is
not sending or receiving any packets, it wakes up for every ATM window and sleeps for the remainder of
the beacon interval. In P S,, nodes wake up only every other ATIM window. This allows themto save about

twice as much energy as the nodes in levé? S; while also doubling the latency to send or receive a packet.
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Because we want to ensure that every node has their ATIM ovedp with every other node periodically,
we increase the sleep time for each level by a factor of two. Tk is a simple method to guarantee overlap,
but more complicated schedules [41,42] may work as well. Thy to calculate the beacon interval for level
PS;, we have:

Bli=2" ' Blpae ,wheni> 0 (4.2)

where Bl ; is the beacon interval for the i-th power save level andBl 55 is the base beacon interval speci ed
for the system (i.e., Bl 1 = Bl pase)-

Figure 4.9 illustrates the multilevel link layer protocol with k = 4. In this gure, AW corresponds to the
ATIM window size and we show only the case in which no tra c is being sent. The beacon intervals of the
four power save levels areBl g =0, Bl1 = t; to,Blo=1, tg,andBlz=1t; to. The base interval ist;

(i.e., BI base — tl).
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Figure 4.9: Multilevel power save with 802.11 PSM [7].

The largest possible beacon interval Bl ¢ 1, serves as the reference point for all of the nodes to ensure
that they remain in phase. That is, the rst ATIM window for wh ich a node awakes in a cycle must always
occur at the beginning of a reference point beacon intervalthat is spacedBl ¢ 1 time units after the previous
reference point). The reference points in Figure 4.9 are aty and t,.

Since we assume that the nodes are synchronized, each noderigialized with the time of the previous
reference point. Alternatively, if a node is added to the netvork later, it can learn the time of the previous
reference point from older nodes in the network, along with he ATIM window size, Bl pase, and the number
of power levels the network is using via 802.11 managementdmes. This guarantees that for any two nodes,
one with PS; and the other with power level PS; wherei <j , then the node with P S will be awake during

every ATIM interval that the node with P S is awake sinceBl; is divisible by Bl ;.
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Each node keeps track of its neighbors' power save state asllimvs. On every data and ACK packet a
node sends, it attaches its current power save level. We do ndest the consistency of a node's power save
table. However, our protocol could use a scheme similar to th one in [66] whereby the rst time a packet
transmission fails, a node sets the intended receiver's pav save state toP Sy ;. Recall that PS; ; has the
longest beacon interval and all nodes, no matter what power taite, are guaranteed to wake up evenyBl 1
time units. Thus, if the neighbor still exists near the node, communication should be possible during this
beacon interval. If a transmission fails again for the recaier using PS¢ 1, then the link is considered dead
and reported to upper layers.

This is just one example of how a power save protocol can be modd to achieve multiple levels with
di erent energy-latency tradeo s. Other examples include adjusting the time between listening periods in
protocols such as STEM [2, 3] and WiseMAC [58]. Nodes using aohger sleeping time between listening

periods would save more energy, but require a longer latencip be awakened by neighbors.

4.2.2 Routing Protocol Description

In Section 4.2.1, we described how tgrovide multilevel power save. In this section, we describe a routig
protocol to e ciently use multilevel power save. If energy consumption is the only conern, the optimal
adaptive sleeping strategy is simply for every node to seléd® Sy ; as their power save state. However, this
results in large delays due to the power save protocol that mabe unacceptable for many applications.
Thus, our protocol works by taking an application-de ned latency bound and trying to nd a route to

achieve the bound while attempting to minimize the increasein energy consumption. We focus on only
the latency induced by the power save protocol because this elay tends to be large (e.g., hundreds of
milliseconds or even secondper hop) relative to contention and queuing delay in non-congestechetworks.
In highly congested networks, power save protocols would nsi likely not be used. A vast body of QoS
research deals with congestion and queuing delay which we eiv as orthogonal and complementary to our

work.

nding routes that minimize the overall energy consumption increase for the ows is NP-complete. A proof
of this is presented in Appendix B. In this work, therefore, we consider heuristics to address the problem.
We modify DSR (Dynamic Source Routing) [77] to obtain our routing protocol. We now give a brief
overview of the salient aspects of DSR. When a sourceé, wants to send packets to a destination,D, it must
rst discover a route. To do this, S broadcasts a route request packetRREQ) that is ooded throughout

the network specifying that it is trying to nd a route to D. Each node, other thanD, that receives S's
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RREQ will add itself to a node list in the packet and rebroadcast the RREQ (assuming that the TTL
of the RREQ has not expired)? Each RREQ is rebroadcast only once by an intermediate node. So, if
multiple copies of the sameRREQ are received by a node, as determined by a unique sequence nioen for
the request, the node will forward only the rst one that it re ceives. If the RREQ reachesD, it generates
a route reply (RREP ) packet and sends it to the source> The RREP packet is generated by reversing the
node list in the RREQ and sending theRREP along the path speci ed by the node list. The entire node
list is included in the payload of the RREP packet and is also used for source routing the packet t&. A
node that receives a source-routed packet will only forwardt if the node's ID is next on this node list. To
do so, it transmits the packet to the next node ID specied on the list. In this manner, the RREP makes
its way back to S. At this point, S extracts the node list from the payload of the RREP and uses it as
the source route to forward data packets. That is, every datapacket that S sends will have the node list
appended to the routing header.

We modify DSR as follows. TheRREQ sender adds its desired latencylL, for the ow to the RREQ
packet. When forwarding the RREQ, each node will append its current power save state in additin to its
node ID. When D receives its rst RREQ from S, it will set a timer for some speci ed time, Tqelay 5 D will
not send aRREP until this timer expires. While the timer is running, D will collect all RREQ s with the
same sequence number that it receives fror®. At the end of this Tgelay time, D will evaluate all the paths
it has received from theseRREQ s and send anRREP along the \best" path. Next, we specify the routing
metrics that are used to determine which path to use.

The goal of our routing metric is to nd the path that can achie ve the desired latency,L, (specied in
the RREQ) while increasing the energy consumption in the network theleast. To do this, we consider paths
that have been collected during theRREQ reception phase. For each path, we nd the node on the path
whose energy consumption will increase the least by movingot the next higher energy state (and, hence,
lowering the latency for that hop). We continue iterating in this manner until the path's end-to-end power
save-induced latency is less tharl or all nodes are in the highest energy state. At this point, westore the
total energy increase for the path that was necessary for theteration to terminate. Once this has been
done for all the paths, we send theRREP on the path that requires the smallest total energy consumpion

increase. If two or more paths are tied for the minimum cost, tien our protocol prefers routes with the

4Non-destination nodes replying to RREQ s using cached routes is one of many extensions that has been proposed for DSR.
We do not use cached replies in our work.

5 Another option in DSR is whether the destination replies to e very RREQ it receives or just the rst one. In our protocol,
the RREP procedure is modi ed, but the destination will send only one RREP per RREQ .

6 Another option is that a node replies after receiving some nu mber, say x, RREQ s even if the Tgelay timer has not yet
expired. For example, if x =1, then a node would just calculate the power save state chan ges required for the path on the rst
RREQ that it receives and use that path (and disregard all subsequ ent RREQ s for that route discovery). If x =2, the node
would consider only the rsttwo RREQ s that it receives and cancel the Tgeay timer if it has not yet expired.
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lowest hop count” Our algorithm is shown in Figures 4.10, 4.11, and 4.12.

Each node receiving theRREP will check the requested power save level set for it by the demation.
If the requested power save level is a higher energy level timaits current level, then the node switches to
the new power save level. Otherwise, it will remain in its curent power save state since it is su cient to

maintain the desired latency of the path.

Find-Route (R;L)
1 /***'k*

2 * Find route on which to send the RREP
3  *given alist, R, of received RREQ s

4  *and latency threshold, L

5 *****/

6

7 isFirst true

8 for each rin R

9 do cost Energy-Increase (r;L)

10 if isFirst or cost < min
11 then min = cost

12 mMiNRREQ =r
13 isFirst false
14

15 /* Set the requested power levels for the chosen path */
16 Array-Copy (psLevels[minRREQ ];newP sLevels[minRREQ ])

18 /* Reply using the path from minRREQ */
19 Send-RREP (minRREQ )

Figure 4.10: Algorithm for determining which path to use from collected RREQs.

The Find-Route function in Figure 4.10 nds the route to use based onR, the set of RREQ s that have
been collected. For eaclRREQ, Find-Route calls Energy-Increase  (discussed below) to calculate the
cost of using theRREQ''s route in terms of how much the energy consumption of the pah must be increased
to reach the latency threshold,L. At the end of the for loop, the least costly path is found and the power
save states are set to the new power levels necessary to acleethe latency threshold (hewPsLevelsis a
global variable set in Energy-Increase ). With these updated power levels, theRREP is constructed and
sent along the chosen path via the call toSend-RREP .

The Energy-Increase  function in Figure 4.11 computes the minimum increase in engy consumption
necessary for the path in aRREQ, r, to achieve the desired latencyL . First, the function makes a copy of
the power save levels of the nodes im's path (psLeveldr]) since our algorithm needs to change this state.
The energyCostvariable keeps a running total of the increase in energy comsnption required for r's path to

reachL. The while loop on line 21 will continue until the latency of the path is less thanL (we assume that

7We note that other metrics such expected number of transmiss ions or packet loss [112] could be used instead.
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Energy-Increase (r;L)
l /*****

2 *Find the minimum energy consumption increase required

3 * for the path in a RREP , r, to achieve a wake-up

4 *latency less than or equal to L.

5 *****/

6

7 /*****

8  * psLevels[r] contains the current power save level
9  * of each node along the path inr.

10  * psLevels[r] is an array with an element for each node on the path.

11 *****/

12

13 /* pathLen]|r] is the length of the path in r */
14

15 Array-Copy (newPsLevels|r]; psLevels[r])
16 energyCost O

17 /*****

18 * We assume that Path-Latency L

19  *when newPsLevels[r][i] =0 for all i on the path
20 *****/

21 while Path-Latency (r) >L

22 do isFirst true

23 for i 1to pathLen]r]

24 do cost Energy-Diff (newPsLevels[r][i]; (newPsLevels[r][i] 1))

25 if cost6 0 and (isFirst or cost<min)

26 then min = cost

27 minindex =i

28 isFirst false

29 energyCost  energyCost+ min

30 newP sLevels[r][minindex ] newPsLevels[r][minindex ] 1

31 return energyCost

Figure 4.11: Algorithm for computing cost of a path to reach latency threshold L.

this will always terminate in the pseudocode). Each iteration of the while loop will calculate the di erence
in energy consumption that would result for each node inr's path if its current power save state was moved
to the next lower latency power save state (i.e., moving fromPS; to PS; 1). This calculation is done via
the call to Energy-Diff , which is discussed below. Once thdor loop on line 23 has terminated, we have
identi ed the node on r's path who can transition to a lower latency power save statewith the smallest
increase in energy consumption. At this point, we transition to the lower latency power save state (using
the newP sLevels variable) and increment energyCost by the energy consumption increase required. When
the path latency (calculated by the Path-Latency  function call) is less than L, the while loop terminates
and returns energyCost

The Path-Latency  function in Figure 4.11 (line 21) can be computed in terms of wrst-case latency,
average-case latency, or some other metric. We assume thatradej is using the k; -th power level. Thus,

P S, denotes its power save level an®l i; is the length of its beacon interval. Thus, for a path ofn nodes,
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and the worst-case latency metric, our protocol considershe route for use if:

Bli, + Bly, + +Bly, <L (4.3)

Energy-Diff  (oldLevel; newLevel)
1 /*****

2  *Find the dierence in energy consumption for

3 * switching from the lower energy oldLevel

4  *to the higher energy newLevel

5 *****/

6

7 /*****

8

* atimSize is a parameter speci ed elsewhere.
9 * |t is the size of the ATIM window in units of time.
10 *****/
11
12 if oldLevel = 0 or newlLevel > oldLevel
13 then return 0O

14

imsi
15 .OldEnergy beaconlmerveg:giz:eze [oldLevel ]
16 if newLevel > 0 o
17 then newEnergy atimSize

beaconlintervalSize [newLevel ]
18 else newEnergy 1

19 return (newEnergy oldEnergy)

Figure 4.12: Algorithm for computing the energy consumptian di erence between two power save levels.

The Energy-Diff  function in Figure 4.12 computes an energy cost for transitbning from one power
save state to a lower latency power save state. We compute thenergy consumption of a power save state
as the ATIM window size (atimSize, whose value is set elsewhere) divided by the power save st$ beacon
interval size (i.e., Bl ;). The beaconintervalSize variable is an array indexed by the beacon interval sizes for
each power save state. Note that this energy consumption caulation considers only the energy consumption
when nodes are not awake after the ATIM window. When nodesare awake following the ATIM window,
the energy consumption used in the subsequent beacon inteaiVis the same regardless of the power save
state. As an example, letatimSize = 20ms, and Bl ; =200ms andBl; ; =100ms. In this case,Energy-
Diff (PSi;PS 1) will return 2% 29 =0:1.

Though we do not test this in our simulations, each node must st a soft timer for each ow for which
it forwards packets so that it can revert to lower energy states whenever that ow ceases or the route fails.
Because the inter-arrival time for the packets on a ow is highly application dependent, we propose letting
the application specify this timeout value and piggybacking it on data packets sent by the ow. Whenever a

ow times out or explicitly indicates that it will no longer u se the route, the node transitions into the lowest
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energy power save state that is still acceptable to the ows vinich continue to use that node on their route,

as indicated by the power save levels speci ed for the node IRREPSs that it has received.

4.2.3 Design Discussion

Wake-Up Schedules: As described in Section 4.2.1, we use a simple link layer protol to provide multiple
levels of power save. Basically, the beacon interval eitheincreases by a factor of two or decreases by half
depending on whether the node is moving to a lower or higher eergy state, respectively. An alternative is
to use more complex wake-up schemes that provide overlap @iér deterministically or probabilistically.

In general, probabilistic protocols (e.g., [44]) are not apropriate in our design since they essentially add
more uncertainty to an already unreliable channel. Additionally, these protocols make even soft real-time
constraints more di cult to obtain. Thus, we do not consider probabilistic approaches for our protocol.

By contrast, protocols that give deterministic overlap in an asynchronous manner (e.g., [41,42]) do allow
soft real-time latency bounds. The basic idea is that each nde wakes up according to some pattern that is
guaranteed to overlap within some bound with every other no@ even though they may be unsynchronized.
The major advantage of this approach is that it makes synchramization less necessary. However, it can greatly
increase the protocol complexity since the wake-up schedes have to be chosen appropriately and nodes still
must probe to nd out when the overlap occurs since they have o prior knowledge. Additionally, broadcast
is a problem since there is no single time where a node is guargeed to have all of its neighbors listening.
We do not use a deterministic asynchronous protocol becausee are not concerned with synchronization
and we need a relatively reliable and low overhead broadcashechanism for the route discovery in our work.
This also frees us from the added complexity such a scheme winuadd to focus on the major idea of routing
with multiple power save levels.

Another option is to have one, long \master" beacon interval in which everyone is awake (i.e.,PSx 1
in our protocol). Then, each node chooses its own beacon inteal independently based on the RREPSs it
receives and lets each communicating neighbor know the nexime it is scheduled to awake. Nodes then
keep track of the next wake-up time for each node with which they are communicating. This frees the nodes
from the need to use speci ed discrete intervals and allowshem to use any interval up toP S¢ 1. Broadcast
is still possible, as in our scheme, where broadcasts are semmly during the \master", or PS¢ i, interval.
The disadvantage of this approach is that it requires the noes to keep more per ow state. Also, it is more
susceptible to nodes returning to sleep too early since nodewaking up experience contention from data

packets, not just ATIM packets as in our scheme. Data packetsgend to be signi cantly larger than ATIM
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packets. In future work, one could more fully explore this icea to see under what conditions the early sleep

problem makes this protocol worse than our current version.

Soft Timers:  As mentioned in Section 4.2.2, we use soft timers per ow passg through a node to
determine when it can revert to a lower energy state. We belige that this is acceptable since, in many
environments, a node will have only a few ows passing throud it. Of course, a node can always chooseot
to handle additional ows if its per ow state becomes excessve.

An alternative to this design decision is to require a sendetto explicitly \delete" a ow by sending a
packet along the path when it is nished. We feel that this method would be unacceptable in multihop
wireless network settings due to the inherent underlying rdéiability of the channel and devices. Because links
and ows can fail unexpectedly, a node would permanently kep state for dead ows for which the ow was
not deleted. Eventually, this could exhaust the node's memoy resources. Thus, overall, we feel that the per

ow state required to maintains soft timers for this purpose is best for the environment we are considering.

Routing Techniques: We choose to use DSR [77], a source routing protocol, in our wk as described in
Section 4.2.1. An alternative would be to use a distance vear approach, like AODV [78]. The disadvantage
of using AODV (or another distance vector protocol) is that nodes learn only aggregate information about
the path during routing as opposed to DSR which providesper node information. In the algorithms discussed
in Section 4.2.1, we need per node information. In this aspécDSR provides a superset of the information
that AODV does. Because our algorithms do not work with the information from AODV, we use DSR in
our work.

Another choice would be to use link state routing [113], suchas OLSR [114]. Nodes could ood the
network whenever their power save level changes or a link beks. The obvious disadvantage of this approach
is the high overhead to ood the network if power save states & changing relatively frequently. Also, as
shown if Appendix B, even if the entire topology is accuratey known, it is still NP-complete to nd the
minimal energy consumption increase required for a desirethtency. Thus, the advantage of knowing the
entire topology, as opposed DSR which learns just a few pathss not easily exploited. At the very least, we
could nd the k shortest paths [115], given the entire topology, and run thealgorithms from Section 4.2.1
on each of these paths. In future work, it would be interestirg to test a link state routing protocol versus
our DSR implementation to determine which performs better under di erent metric change frequencies and

network sizes.
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4.2.4 Simulation Results

To evaluate our protocol, we simulated it using ns-2 [103]. We test the following schemes, where the bold
text is the name we use to refer to the scheme and the italicizk text indicates the (Routing, MAC) tuple

used:

Always On [7,77] (DSR, 802.11): This is the IEEE 802.11 protocol with no power save. It is the
default, unmodi ed MAC protocol in ns-2. Because nodes never sleep, ALWAYS ON uses the most

energy, but has the lowest latency.

802.11 PSM [7,77] (DSR, 802.11 PSM): This is the standard IEEE 802.11 protocol with power save
enabled. 802.11 PSM is described in Chapter 2. The beacon ietval for this protocol is set to the

longest beacon interval for a givenk value.

CS-ATIM  (DSR, CS-ATIM) : This is 802.11 PSM with our proposed carrier sensing modi ction
described in Section 3.1.1. The beacon interval for this prtocol is set to the longest beacon interval

for a given k value.

Multilevel PSM  (Multilevel DSR, Multilevel 802.11 PSM): This is our proposed multilevel power
save protocol described in Section 4.2 using 802.11 PSM.

Multilevel CS-ATIM (Multilevel DSR, Multilevel CS-ATIM) : This is our proposed multilevel power

save protocol described in Section 4.2 using the CS-ATIM prtocol that we proposed in Section 3.1.1.

We use 2 Mbps radios that have a 250m range. Each data point isveraged over 30 tests. The ATIM
window is 20 ms and the base beacon intervaBl pase, is 100 ms. Our topologies are generated by placing 50
nodes uniformly at random in a 1000m 1000m area. Each scenario has ve ows among randomly chosen
source and destination pairs. Each ow sends at rate one paak per second using CBR tra c. We set Tgelay |
the time that a destination waits to collect RREQs to be 500ms. In our experiments, we set to be the
same value for all ows in the network and do not test the more general case where each ow could select
its own L value.

Since our protocols are designed to only achieve soft reaimhe bounds on latency, it is important to
consider the standard deviation of our latency results. Ths gives us an indication of how well the protocols
are able to stay within the bounds over multiple runs. To avoid cluttering our gures with standard deviation
bars, we provide the numerical values in Table 4.1 (we will réer to this table in our discussion of the results).
In this table, we give the standard deviation for each proto®l in each latency gure as a percentage of the

mean for the corresponding data point. We use the percentageince the mean values can vary signi cantly

67



which makes the absolute values of the standard deviationsictult to compare. We compute the standard
deviation averagedover all data points for the protocol as well as themaximum standard deviation of any
one data point on a protocol's curve. Additionally, we have plotted the standard deviation bars for the

latency of the multilevel protocols to show their deviation relative to the desired latency bound.

Table 4.1: Standard deviation as percentage of mean for lateey gures (Average j Maximum).

| | Figure 4.14 | Figure 416 | Figure 4.19 |

Always On 29.06 | 29.06 | 25.99| 25.99 | 29.00 | 29.00
802.11 PSM 33.77| 52.54 | 29.39| 29.39 | 56.94 | 56.94
Multilevel PSM 20.03| 22.75 | 26.33 | 29.04 | 23.46 | 53.28
Multilevel CS-ATIM 17.61| 19.43 | 24.86| 35.56 | 22.04 | 61.39
CS-ATIM 36.06 | 52.01 | 26.94 | 26.94 | 43.72 | 43.72

Figure 4.13 shows energy consumption of the protocols wheh = 300ms. The horizontal axis is k, the
maximum number of power save levels. Sinc@pase = 100ms, k = 2 corresponds to the traditional 802.11
protocol where a node can either be on or using a power save pgozol with a beacon interval of 100 ms.

From the gure, we see that all the power save protocols use ghi cantly less energy than the Always On

protocol.
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Number of Power Save Levels

Figure 4.13: E ects of the number of power save levels on engy.

We see that the multilevel PSM protocol uses about 33% to 50% mre energy than the traditional PSM
protocol. However, this increase in energy comes with a hugeeduction in latency as shown in Figure 4.14.

In this gure, we measure only the latency for packets that are sentafter the source has received th&kRREP .
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The source queues packets while waiting for thdRREP , which makes their delay rather large and can skew
the average end-to-end delay of the rest of the packets.

The multilevel protocols achieve a delay of around 140 ms to 80 ms, which is well within the L = 300 ms
bound that was given. By contrast, the non-multilevel protocols have a latency of just over 300 ms when
k = 2 and increase to over 3000ms wherk = 5. For k = 3 and k = 4, we notice that the average latency
is approximately double that of using the next lower latency power save state (i.e.,k = 3 latency is about
double that of k = 2 and k = 4 is twice as much ask = 3). However, when k = 5, the latency more than
doubles over that of k = 4. The reason for this is that ATIM window contention causes signi cant delays.
Since the ATIM window size is static regardless ofk and the tra c rate remains the same, more packets
need to be advertised in the ATIM window when k =5 as opposed to, sayk = 2. The increased contention
reaches a point where some nodes are unable to send an ATIM whehey rst try and must wait another
beacon interval. This greatly degrades latency since the kacon intervals are longer for larger values ok.
When k = 5, each hophas a wake-up latency of 800 ms plus the increased ATIM contdion. With the
multilevel power save protocols, the routing protocol adjusts the power save level of nodes along a path to

ensure that the latency is less thanL.
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Figure 4.14: E ects of the number of power save levels on latecy.

Additionally, we can see from Table 4.1 that the multilevel protocols in Figure 4.14 have a lower deviation
in their latency among di erent runs than the corresponding protocol without the multilevel extension. The
multilevel protocols have a deviation of about 20% on averag, whereas PSM and CS-ATIM without the
multilevel extension have about a 35% deviation on averageThis is due to the fact that a wider range of

average latencies are possible in the non-multilevel protools for di erent topologies and tra ¢ patterns.
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From Figure 4.13, we can see that our carrier sense technigadrom Section 3.1.1 integrate nicely with
the multilevel power save scheme. In particular, by using CSATIM, we are able to achieve virtually the
same latency at using PSM (and well below theL threshold) while consuming less energy than the PSM
version of multilevel power save. All of the protocols seemd plateau at a point where the utility of adding
more power save levels diminishes. The multilevel CS-ATIM potocol seems to reach this plateau with only
two power save levels and shows only a slight decrease in eggrconsumption after this point.

In Figure 4.15, Figure 4.16, and Figure 4.17, we seit = 2 and show the e ects of changingL, the desired
latency, on energy consumption and the observed latency, spectively. Again, we see that the multilevel
power save protocols achieve the latency bound with only a glht increase in energy. In particular, we can
see that, fork = 2, if a latency of less than about 300ms is desired, then the pwer save protocols that do
not use multilevel power save cannot achieve this. Without nultilevel power save, the only option would be
to turn o power save which, as we can see from Figure 4.15, sugtantially increases energy consumption by
more than a factor of two. Furthermore, in Figure 4.17, we cansee that virtually none of the individual runs
exceed the latency bound when using the multilevel extensio. We note that a few of the ows do exceed the
latency bound by a small amount. This occurs because our pratcol adjusts the power save inducedatency
and does not account for transmission times and queuing deys. Thus, our protocol occasionally sets the
power save states such that they are close to or equal tb, but the extra delays make the observed latency

slightly higher than L.
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Figure 4.15: Latency threshold versus energy consumptionsing two power save levels.

In Figure 4.18, Figure 4.19, and Figure 4.20, we show the e s of changingL for k = 3. We can see

that the multilevel power save protocols use slightly more @ergy relative to the other power save protocols
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Figure 4.16: Latency threshold versus observed latency usg two power save levels.
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Figure 4.17: Latency threshold versus observed latency usg two power save levels.
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than for the k = 2 case. However, the multilevel power save protocols are ab much more useful in achieving
the latency bound. In Figure 4.19, we can see that an applicabn with L up to about 600 ms cannot achieve
its bound without the use of multilevel power save protocolsor turning o power save all together. The

600ms is a function of the average hop count in the network andeacon interval size. From Figure 4.16
and Figure 4.19, we can infer that the average hop count is appximately three in our scenarios since the
latency with a 100 ms beacon interval is about 300 ms and with 200 ms beacon interval is about 600 ms. As
with the k = 2 case, we can see in Figure 4.20 that virtuallynone of the individual runs exceed the latency

bound when using the multilevel extension. As discussed eber, the bound is occasionally exceeded since
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our protocol only accounts for the power save induced lateng whereas the observed value is also a ected by

the packet transmission time and queuing delay.
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Figure 4.18: Latency threshold versus energy consumptionging three power save levels.
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Figure 4.19: Latency threshold versus observed latency usg three power save levels.

425 Extensions

Energy Load Balancing As in previous work [116{118], it is still a concern that certain nodes that are
chosen to have a high energy power save state early may end upaeiving a disproportionate amount of the
network's tra ¢ because they have a favorable metric. To address this, we propose that higher energy nodes

periodically try to \patch" their place on the route with ano ther node with a power level less than or equal
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Figure 4.20: Latency threshold versus observed latency usg three power save levels.

to it that can be reached by both its upstream and downstream reighbors on the route. A node could try
this procedure when its residual energy falls below a specéd level or when its recent energy consumption
rate exceeds a certain level.

Such a situation may occur when two nodes, sayA and B, are equivalent from a routing perspective and
are in the same power save state when th&REQ s initially broadcast. In this circumstance, node A may
be selected, for example, because it wins access to the chahmeforeB and rebroadcasts theRREQ rst.
Thus, patching would allow A to eventually switch places with B to balance the energy consumption of the
two nodes.

We note that others [67] propose delaying theRREQ proportional to remaining energy. However, a node
with more energy at the time of the RREQ may eventually consume more energy than its neighbors and
require load balancing. Also, such a scheme assumes a homngeus environment where all devices have the
same initial energy and/or they all consume energy at the sara rate. In practice, this may not be true.

To do this, the node desiring the patch, sayP, broadcasts a message that is received by both its upstream
and downstream neighbors Qbry, and nbrgown , respectively) asking them each to broadcast a packet to tes
which nodes are neighbors to bothnbr,, and nbryown . This packet also includesP's residual energy. Any
node that receives both the packet broadcast bynbr,, and nbrgewn and has more residual energy thatP is
a candidate to replaceP on the path. Such nodes respond td® and then P can select the node with the
highest remaining residual energy. Standard techniques s as choosing a backo interval proportional to
a node's residual energy can be used to ensure that nodes withhigher residual energy reply rst.

The process of patching a route is shown in Figure 4.21. Heraye assume that tra c is being sent along
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theroute A! B! C andthat B wants to try to remove itself from the path. Thus, B sends out a broadcast
indicating that it wants to try to patch the route between A and C. In turn, A and C broadcast a packet
to help other nodes determine their reachability. In this example, N1, N2, and N3 cannot take B's place
because they do not have bothA and C as neighbors. The only two candidates to takeB's place areN4
and Ns, since both are neighbors of bothA and C. In order for N5 to take B's place, it would be necessary
for it to communicate this to B via A and/or C. This is in contrast to N4, which can communicate with B
directly. This implies that the communication overhead and complexity for N4 to be used is less than ifN5

is used. In order forN4 or N5 to take B's place on the route, they need to have more residual energyhtin

ONO
pN%e
(v

B.

Figure 4.21: Patching a route in multilevel power save.

If a node is part of multiple, disjoint routes, it can still tr y this patch procedure incrementally by applying
it to the path which requires the highest energy level until an acceptable level is reached. We note that in
this scenario, a node may also need to account for the rate at lich tra c is being forwarded on a given
path since ows which require a lower energy power save levesayf oy , may still cause the node to consume
more energy than a ow that requires a higher power save levelsay f hign , if the fio iS sending at a higher
rate that fnigh . Another issue is instability in the route if two neighbors try to patch their place on the
route simultaneously. If a node hears a patch request from om of its neighbors, it defers from issuing a patch
request until the current one is resolved or a timeout occurs

We have not evaluated this protocol extension. Adding it to the protocol and testing it via simulation

and/or implementation is an area of future work.



4.3 Summary

In this chapter, we proposed methods of adaptive sleep anddtening intervals for power save protocols. In
Section 4.1, we propose an adaptive listening technique wie a node adjusts the time that spend checking
for wake-up signals in response to transmissions in its nefigporhood. This is especially bene cial when only
a few advertisement packets need to be sent in each listeninigterval. In this case, nodes who are not the
recipient of a wake-up signal can return to sleep much sooner

In Section 4.2, we present an adaptive sleeping technique #i allows nodes to adjust their sleeping interval
in response to the desired latency of data that it is forwardng. We nd that our proposed protocol allows
end-to-end latency bounds to be achieved with much less engy consumption than turning power save o .
The protocol can maintain a desired latency bound with only aslight increase in energy consumption over

traditional power save protocols.
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Chapter 5

Adaptive Broadcast Dissemination
Framework

In Chapter 3 and Chapter 4, we have proposed energy-e cient eésigns primarily for unicast trac. In
this chapter, we look at power save with respect to broadcastra c. Multihop broadcast is used in many
wireless network applications. Some common uses of multifpbroadcast include discovering routing paths,
sinks querying sensors for data, and distributing code updges throughout the network.

With respect to broadcast, power save protocols generally xose two options to the user. First, if no
power save is used, then the broadcast can achieve a relatiydow latency, but at the expense of large energy
costs to listen for broadcasts. The second option is to use #h power save protocol. This option conserves
much less energy than the rst, but has a high latency that may be unacceptable to some applications.

In our work, we propose a lightweight protocol to augment exsting protocols that allows broadcast
propagation to be more energy e cient while still achieving a desired latency. In this chapter, we present
PBBF, Probability-Based Broadcast Forwarding, and explore the resulting energy-latency-reliability trade-
o s that emerge. Additionally, we describe our implementation of PBBF on sensor hardware in TinyOS [11]

in Section 5.3.

5.1 Protocol Description

We propose Probability-Based Broadcast Forwarding (PBBF) that can be used in conjunction with any

power save protocol that has the following characteristics
1. Nodes are scheduled to sleep at certain times.

2. A mechanism exists which ensures that all of a node's neiggors will be awake at the same time to

receive a broadcast.
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While we focus on a synchronous power save protocol in this epter, asynchronous and out-of-band protocols
with these characteristics could also use PBBF. For examplgin an out-of-band protocol, nodes could be

scheduled to sleep between epochs when they sample the outlmland channel for a wake-up signal. Then,

for broadcasts, a node could wake up all of its neighbors by ainsmitting a wake-up signal long enough that

each of its neighbors has time to detect it. For deterministtc asynchronous protocols, the nodes would be
scheduled to sleep in certain slots and there could be one canon slot scheduled at certain times.

We use IEEE 802.11 PSM [7] as the base protocol to demonstrateBBF. Particularly relevant to this
work is the fact that 802.11 PSM, unlike many power save proteols, species a protocol for broadcast.
Additionally, some protocols designed speci cally for sesors, such as S-MAC [45], are similar to IEEE
802.11 and use many of its mechanisms.

The goal of PBBF is to achieve a speci ed reliability, with hi gh probability, while allowing a wide-range
of tradeo s in energy consumption and latency. Speci cally, we focus on two de nitions of reliability in this
work: (1) the average fraction of nodes that receive a broadast and (2) the average fraction of broadcasts
received by a node.

PBBF introduces two new parameters to a power save protocolp and g. The rst parameter, p, is the
probability that a node rebroadcasts a packet in the currentactive time even though not all neighbors may
be awake to receive the broadcast. With probability (1 p), the node will wait to send the packet according
to the power save protocol. The second parametery, represents the probability that a node remains on after
the active time when it normally would sleep (the length of time that a node remains on is a parameter of the
power save protocol being used). With probability (1 @), the node sleeps as it would in the original power
save protocol. Even with these modi cations, a node still oy rebroadcasts a packet once. In Section 5.3.1,
we introduce a third parameter that allows a node to rebroadast a packet twice for added reliability.

Figure 5.1 shows pseudo-code of changes to any sleep schauyprotocol required for PBBF. The original
sleep scheduling protocol is a special case of PBBF witp = 0 and g = 0. The always-on mode (i.e., no
active-sleep cycles) can be approximated by settingg = 1 and q = 1. PBBF may be slightly di erent from
always-onin this case. For example, in synchronous protocols, there ay still be byte overhead (e.g., sending
advertisements) and temporal overhead (i.e., PBBF cannot end data packets during the advertisement
window).

Intuitively, we can see that the p and g parameters will have the following e ects.

Energy: As q increases, energy consumption increases. Changimghas a negligible e ect on energy con-

sumption.
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Sleep-Decision-Handler ()

[* Called at the end of active time */

[* If stayOn is true, then remain on; else sleep*/
stayOn false

if DataToSend = true or DataToRecv = true
then
stayOn true
else if Uniform-Rand (0;1) <q
then stayOn true

©Coo~NOOUA, WNE

Receive-Broadcast  (pkt)

1 /* Called when broadcast packet pkt is received */
2 if Uniform-Rand (0;1) <p

3 then Send-Broadcast (pkt)

4 else Enqueue (nextP ktQueue; pkt)

Figure 5.1: Pseudo-code for PBBF.

Latency: As gincreases, latency decreases, provided that > 0. As p increases, latency decreases, provided

that g > 0.

Reliability:  As g increases, reliability increases, provided thatp > 0. As p increases, reliability decreases,
provided that g < 1. When p increases, there is a greater probability that a node rebrodcasts the
packet immediately. Thus, for a xed q < 1, there is a greater chance that some of its neighbors do

not receive the broadcast since they chose to sleep.

If the conditions listed above (e.g.,p > O for latency and reliability as q increases) are not met, then the
metric is not a ected in that situation. In the subsequent sections, we investigate these interactions more

thoroughly.

5.1.1 Design Discussion

Connected Dominating Sets: An alternative method to address the problem of broadcast inenergy
saving networks is to construct a connected dominating set €DS) (a.k.a., virtual backbonég and allow the
selected set of nodes to remain in a high energy consumptiontede. Previous work [82,119,120] has presented
algorithms to approximate the construction of a CDS in wireless networks.

The key aspects of a CDS are that all the nodes in the CDS are carected and all nodesnot in the CDS
are one hop away from a CDS node. Thus, if the CDS consists of §in energy consumption, low latency nodes
in the always on state, then a broadcast could be unicast alog the CDS without incurring any power save

delay. Then, each CDS node would incur one power save delay t®broadcast the packet to all neighbors
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which may be in a power save state. For example, let us assumdat the latency to send a packet among
always on nodes isL; and the latency to send a packet using power save ik, where L; Lo. If the
maximum path length between any two nodes in the CDS isD, then the broadcast will reach all nodes in
at most DL ; + L, time (assuming that the broadcast initiator does not use pover save mode to transmit).
The major di culty with the CDS approach is that the formatio n of the CDS is NP-complete so approx-
imation algorithms must be used [82,119,120]. Additionaly, such an approach does not give ne-grained
control over the energy consumption and latency tradeo. Once the CDS is formed, the energy-latency
tradeo is xed. By contrast, our design gives the user more ne-grained control of this tradeo and does

not require the construction of a distributed structure in the network.

5.2 Simulation Results

In this section, we present simulation results for PBBF. In Section 5.3.3, we discuss TinyOS [11] implemen-
tation results for our protocol. We simulated PBBF in two di erent ways. First, we used a grid topology
with ideal MAC and physical layers (i.e., no collisions, pa&et errors, or MAC delays). This allows us to
observe some fundamental aspects of the protocol behavioritiout second-order e ects such as collisions
and irregular topologies. The second method of simulation s to test the protocol in ns-2 with uniformly
random topologies. This allows us to explore how PBBF perfoms in a more realistic setting.

In both sets of simulations, one source that broadcasts peoidically. First, we present a brief overview of
the results from the ideal simulator. Then, in Section 5.2.1 we highlight some results fromns-2 simulations.
More details can be found in [1].

The metrics that we test are:

Joules Consumed/Total Broadcasts Sent at Source: The sum of the total energy consumed by

each node in the network divided by the total number of broad@asts sent by the source.

Average Per-Hop Latency: Calculated by nding the average latency for each node diviced by the
node's hop count from the broadcast source. These values athen averaged over the entire network.

For each broadcast, we only count the latency for nodes thateceived the broadcast.

Average X-Hop Latency: The average latency of nodes that are exactlyx hops away from the

broadcast source. For each broadcast, we only count the latey for nodes that received the broadcast.

Fraction of Broadcasts Received: The fraction of broadcasts received by each node averaged ev

the entire network.
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Fraction of Broadcasts Received by 99% of Nodes: For each broadcast, we determine if it was
received by 99% of the nodes in the network. Then, the number fobroadcasts that were received by

99% of the nodes is divided by the total number of broadcastsent by the source.

In Figure 5.2, we show how the reliability increases as the vaes ofp and g increase (e.g., PBBF-0.5 refers
to PBBF with p =0:5). The key aspect of this gure is that PBBF demonstrates a threshold behavior as is
seen with connectivity in percolation theory [121]. In Figure 5.3, we see energy consumption as a function
of g. Figure 5.4 shows the latency for variougp and q combinations. By combining the data from Figure 5.3
and Figure 5.4, we are able to see the achievable tradeo beteen energy consumption and latency for a
given reliability in Figure 5.5. This demonstrates the wide-range of energy-latency tradeo s for broadcast

made possible by PBBF.
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Figure 5.2: Threshold behavior for 99% reliability.

5.2.1 ns-2 Simulations

We simulated the broadcast application at the routing layer of ns-2. One random node is chosen to be the
broadcast source for each scenario. Broadcasts are sent demninistically at the source at a rate of 0.01
broadcasts/second. The total size and data payload of eachazrket are 64 and 30 bytes, respectively. Our
scenarios have 50 nodes placed uniformly at random such thahe expected number of one-hop neighbors
per node is 10. We ran each simulation for 500 seconds and eadhta point is averaged over 10 runs. In
Table 5.1, we give the average and maximum standard deviaties for the data points on each curve as a

percentage of their mean.
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Figure 5.3: Average energy consumption.
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Figure 5.4: Average per-hop broadcast latency.

Table 5.1: Standard deviation as percentage of mean for Séon 5.2.1 gures (Averagej Maximum).

| | Figure 5.6 | Figure 5.7 | Figure 5.8 | Figure 5.9 |

PBBF-0.5 1.25| 6.80 | 17.59| 32.65| 8.47 | 15.53| 2.88 | 10.59
NO PSM 0.0 0.0 | 30.69| 30.69| 11.08| 11.08| 0.45| 0.45
PBBF-0.25 059 | 2.21 | 11.74| 15.85| 3.99 | 6.89 | 1.03| 3.11
PBBF-0.1 049| 193 | 6.07 | 901 | 3.16 | 431 | 0.63| 1.55
PSM 154 | 154 | 227 | 227 | 220 | 2.20 | 0.44| 0.44
PBBF-0.05 048 | 160 | 347 | 464 | 249 | 399 | 0.71| 1.28
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Our rst simulations show how various values of g a ect PBBF. Figure 5.6 shows how the average energy
consumed at a node, normalized for the number of broadcastsegerated, changes withg. We can see that
using PSM saves almost 2 Joules per broadcast over using no WIS The gure also shows that energy
consumption increases linearly with theq value. We also observe thatq dominates p in the energy usage
because regardless of the value, the PBBF lines almost overlap.

In Figure 5.7 and Figure 5.8, we see the e ect ofj on latency. Figure 5.7 and Figure 5.8 show the average
latency of nodes that are two hops and ve hops from the sourcerespectively. In our simulations, new
packets always arrive at the source during the ATIM window, 0 they are sent with a delay of aboutAW .
As expected, the latency to reach two hop neighbors is abouAW + Bl . We can see that PSM consistently
has a high latency, whereas turning o PSM results in a much laver latency. PBBF does worse than PSM
at small values of g, but improves signi cantly as q and p increase. The reason PBBF performs worse for
small values ofq is the amount of redundancy in broadcasts received from di @ent neighbors is reduced.
Therefore, it is more likely that a node will not receive the broadcast from the neighbor that would result
in the smallest latency. However, asq and p get larger, the probability increases that a broadcast will be
transmitted and received without waiting for the next beacon interval. From Figure 5.7 and Figure 5.8, we
can also see that the cross-ovey point where PBBF does better than PSM occurs at a lower value ér nodes
farther from the source. This is expected since there is a geger probability that at least one node between
the source and a distant node is able to reduce the latency bytdeast one beacon interval. Whenever the
latency is reduced by at least one beacon intervadnd the broadcast is received on a path with the same hop

count as PSM, then PBBF does better than PSM in terms of lateng. Also, potentially many more di erent
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Figure 5.6: Average energy consumption.

paths exist by which the broadcast can reach distant nodes.

Figure 5.9 illustrates how the g value a ects the fraction of broadcasts a node receives. Weliserve that
setting p = 0:5 results in a signi cant degradation until qreaches about 6. For p = 0:25, a little degradation
occurs and all the other p values result in less than 1% loss. These results are explad the e ect that p
and q have on the probability that a broadcast sent by a node is recived by a neighbor. We must decrease

p and/or increase g until the desired level of reliability is achieved.

5.3 Implementation

We implemented PBBF in TinyOS [11] for the Mica2 Mote [104] sensors. This serves as a proof-of-concept
for the protocol and provides results from a real-world comnunication environment. As described in Sec-
tion 5.3.2, PBBF is implemented on top of a di erent sleep screduling protocol than the 802.11 PSM protocol
that was the basis for the simulations in Section 5.2. This denonstrates the versatility of PBBF.

Additionally, we added an extension to the PBBF protocol desribed in Section 5.1. This extension is de-
scribed in Section 5.3.1. In Section 5.3.2, we describe the@hitecture designed in TinyOS. Our experimental
results are presented in Section 5.3.3. Section 5.3.4 delmisome lessons we learned from our implementation

experience.
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Figure 5.7: 2-hop average broadcast latency.

5.3.1 Protocol Extension

As mentioned in Section 5.1, the PBBF parameterg and q provide a tradeo in energy consumption, latency,
and reliability for broadcast dissemination. Section 5.2 guanti es this tradeo via simulation.

We propose another parameter that can be used in PBBF that indices an overhead tradeo in addition
to the three aforementioned metrics (i.e., energy consumpbn, latency, and reliability). We denote this
parameter asr and it behaves as follows. When a sensor decides to immedidgetransmit a broadcast
packet according the p parameter (as described in Section 5.1), it will broadcast he packet a second time
with probability r. If the packet is broadcast for a second time, then the seconttansmission is advertised
according to the sleep scheduling protocol's original pradcol. The pseudo-code for this PBBF extension is
shown in Figure 5.10.

We can see that ther parameter induces an overhead tradeo into PBBF. By increasng r, we increase the
reliability of a broadcast at the expense of increasing the pcket overhead in the network. At the extreme, if
r = 1, then reliability should be close to 100% regardless of th p and g values, but each node is broadcasting
every packet twice. This gives designers yet another contlgparameter to achieve a desired tradeo in the

energy consumption, latency, reliability, and overhead phanes.

5.3.2 Design

We chose to implement PBBF in TinyOS [11] since this is a widey used open-source operating system

designed for sensors. Its adoption in the research commurithas led to a relatively stable system with a
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Figure 5.8: 5-hop average broadcast latency.

signi cant amount of documentation. For a hardware platfor m, the Mica2 [104] and Telos [122] Motes were
available. We chose to use the Mica2 platform since it has twgower save protocols implemented for it.

The two power save protocols available on the Mica2 platformwere S-MAC [45] and B-MAC [26]. These
protocols are both described in Chapter 2. Either would havebeen an appropriate choice for our PBBF
implementation. We chose to use B-MAC over S-MAC for severateasons. First, B-MAC is implemented in
the core of TinyOS whereas S-MAC is an add-on that must be incrporated into the TinyOS separately. Thus,
B-MAC has undergone more rigorous testing since it is used byearly everyone that downloads TinyOS and
does not require an extra e ort to get it working. Second, the code for B-MAC was less complex and easier
to understand. Thus, it was easier to make the necessary modiations for PBBF. Finally, B-MAC, unlike
S-MAC, does not require time synchronization. This eliminaes a major source of potential experimental
errors.

As described in Section 2.1.2, B-MAC uses preamble samplinfpr in-band power saving. Sensors wake
up according to a speci ed duty cycle and carrier sense the cnnel. If the channel is idle, the sensor returns
to sleep until the next scheduled carrier sense period. If th channel is busy, the sensor continues listening to
channel in anticipation of receiving a pending data packet. When a node has data to transmit, it attaches
a preamble longer than the duty cycle in order to guarantee that all nodes will carrier sense the channel at
some point during the preamble and continue listening.

To implement PBBF on B-MAC, we make the following changes:

When a node carrier senses the channel idle during its duty afe, with probability g, it continues

listening to the channel until its next scheduled carrier seasing period.
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Figure 5.9: Average broadcasts received.

Receive-Broadcast  (pkt)

1 /* Called when broadcast packet pkt is received */
2 if Uniform-Rand (0;1) <p

3 then Send-Broadcast (pkt)

4 if Uniform-Rand (0;1) <r

5 then Enqueue (nextP ktQueue; pkt )

6 else Enqueue (nextP ktQueue; pkt)

Figure 5.10: Pseudo-code for parameter in PBBF.

When a node has a packet to rebroadcast, with probabilityp, it transmits the packet without the long
preamble. In this situation, most of the node's neighbors wil not carrier sense the preamble and, hence,
not receive the broadcast packet at that time. With probability (1  p), the node will rebroadcast the
packet with the long preamble so that its neighbors will carrier sense it and receive the subsequent

data packet.

When a node rebroadcasts the packetvithout the long preamble (as discussed in the previous item
above), with probability r, it will broadcast the packet a second time. This second brodcast will use

the long preamble.

The architecture we used for our implementation is shown in kgure 5.11. The solid arrows in the gure
represent the interface that connects two modules. The notdon A ' B indicates that component B
implements interface | and that component A usesB's implementation of interface |. The dashed arrows

indicate the message type that the connected module uses tesd and/or receive via GenericCommDetails
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Figure 5.11: TinyOS architecture for PBBF implementation. The solid rectangles are modules@C1000Radio
is an abstraction for the three modules listed in the dotted ines). The solid arrows represent the major
interface(s) that connect modules. The incoming dashed lies to GenericCommepresent the message types
the connected module uses.

about the interfaces and packet types are in Appendix C. TheGenericCommUARTand CC1000Radib
components are already implemented in TinyOS. We made some atli cations to the CC1000Radio modules,

but used these components, for the most part, in their curremn TinyOS instantiation. We now describe the

functionality of each component from Figure 5.11.

DummyBcastSrc:  This is the application that we use to test PBBF. The node with ID 0 is chosen as the

broadcast source and transmits a broadcast periodically amrding to a desired rate. The broadcast

1CC1000Radiois an abstraction for the three modules listed in the dotted | ines.
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does not contain any useful data. Non-source nodes that rede broadcast packets pass information

to the Stats module to collect experimental data.

DummyBcastSralso serves as the link to the serial port (UART) for communiation with a com-
puter. The module also passes control packets (e.g., what, g, and r parameters to use for a particular
run) to CtrIPktHandler . Finally, it maintains all the timers for when an experimental run ends and

when statistics are sent back to the broadcast source.

SimplePbbfBcast:  The main functions of this module are duplicate suppressiomnd queuing forDummyBcastSre

broadcast packets. Control packets are also passed tGtrIPktHandler and Stats is noti ed of every

broadcast sent or received.

CtrIPktHandler: This module handles incoming control packets by setting thep, g, and r parameters to

the values speci ed in the packet. This is done via its connetion to Pbbf.

Stats: This module keeps track of statistics for our experiments ad aggregates the information in pack-
ets to send back to the broadcast source. VieDummyBcastSrcit keeps track of the end-to-end la-
tency of received packet as well as the total number of uniqueapplication-layer received packets.
SimplePbbfBcast informs Stats of the total number of data packets sent and received.Pbbf signals
to Stats when a packet was transmitted twice due to ther parameter (as discussed in Section 5.3.1).
CC1000Radissignals this component whenever the radio switches to and &m sleep mode to track the

total fraction of time spent sleeping.

This module also provides a basic end-to-end retransmissioscheme for added reliability in reporting
experimental stats. We found this to be somewhat useful sine the link layer retransmission scheme
seemed to occasionally fail. One limitation of the link laye retransmissions in TinyOS is that no
receiver is speci ed in the ACK packets. Thus, it is possiblethat both S; and S, send a packet toD
at about the same time and, for whatever reasonD receives only, sayS;'s packet. However, the ACK
send byD, which is intended for S; in this example, will also be overheard byS, and S, will considered
its packet successfully received since the ACK does not spiég if it is for S; or S,;. However, we did
not run tests to determine if this was the source of occasiorlafailures for link layer retransmissions
since this was a peripheral issue that the end-to-end retrasmissions seemed to x. We mention it,

though, as a possibility.

GenericComm:  (Existing TinyOS module) This serves primarily to multiplex and demultiplex packets
in TinyOS based on the packet type. Essentially, the packet ype serves the role that ports do in

traditional TCP/UDP communications
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UART: (Existing TinyOS module) This component provides the lower level communication withthe serial

port.

Pbbf: This is the actual implementation of the PBBF protocol. It is placed betweenGenericComnand the
CC1000Radicomponents. GenericComnis analogous to the network layer andCC1000Radigrovides

the medium access and the physical layer.

The p, g, and r values that Pbbf uses are input fromCtrIPktHandler . B-MAC noti es Pbbf of a
decision point for whether to sleep via thePbbfNotifier interface. At this point, Pbbf compares the
current g value to a random number to decide whether to tell the radio to sleep, as would be normal
operation, or continue listening to the channel, which is pat of PBBF. For every packet received from
GenericCommPBBFecides, based on the and r values, whether to use a long preamble and whether
to transmit the packet twice, respectively. This layer also provides link layer retransmissions since this

feature is not implemented in lower layers (i.e.,CC1000Radid

CC1000Radio: (Existing TinyOS modules) These components provide the lower level communication wit
Chipcon's CC1000 radio [123] found on Mica2 Motes. Additiomlly, the B-MAC [26] implementation

is integrated into these components.

5.3.3 Results

To test our implementation, we set up the following experiments. The broadcast source, with ID 0, was
attached directly to a laptop via a MIB510CA board. This sensor also served as the sink for reporting
statistics back to the laptop. Our Mica2 Motes used the 433 MH frequency. We were constrained to using
only nine Motes total, so the other eight Motes served as brodcast receivers.

Initially, we planned a multihop topology. However, statistics reporting proved far too unreliable for the
environment in which we attempted this (see Section 5.3.4 fomore details). Thus, we only experimented
on a topology where all of the devices were within range of théroadcast source (and each other). This
setup was also bene cial since a limited number of Motes weravailable and PBBF relies on some amount
of density to operate e ciently. Furthermore, this simple s cenario is su cient for demonstrating some of the
key properties of PBBF.

In our experiments, the source transmitted a broadcast evey 2.5s. Each experiment ran for 30s, which
results in 11 packets being sent per run (the rst packet is na sent immediately when the test commences).
Each data packet uses the standard TinyOS format with 2 synclonization bytes, 5 header bytes, 2 CRC

bytes, and a payload of 29 bytes. The default preamble adds aadditional 8 bytes, though, as described in
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Section 2.1.2, B-MAC increases the preamble length accordg to how much power saving is desired. In our
tests, we set the B-MAC parameters to have a duty cycle of 135 mand preamble size of 371 bytes. We note
that when a sender decides to transmit immediately, accordig to the p parameter in PBBF, the preamble
size is set to the default 8 bytes for that particular packet. We also note that the version of B-MAC we
used carrier senses the channel for 8 ms once every duty cyclé the channel is not carrier sensed idle, then
B-MAC extends the time that it is awake for 32ms. At the end of this 32 ms interval, B-MAC carrier senses
again and will sleep or extend its listening for another 32 msdepending on if the channel is idle or busy,
respectively. For statistics collection, once the sensor &s run the experiment for the speci ed 30s length, it
switches power save o for 10s and reports its data.

The metrics that we measured are:

Fraction of Time Not Sleeping: Obtaining ne-grained energy measurements for the Motes rquires
special equipment. Thus, we use a coarse-grained metric wieewe track how much time a node spends
with its radio not in the sleep state over the course of an expgment. Thus, the larger the fraction of

time not sleeping, the more energy is generally being consuad by the radio.

Average Broadcast Latency: This is the average latency from the time a packet is sent at tle
sender's application layer until the data begins transmission over the radio (i.e., after the preami#
and synchronization bytes have been transmitted). For this we use the time stamping implementation
described in [40]. Again, this is not as ne-grained of a metic as we would like. However, this technique
obviates the need for time synchronization among the nodes kich would induce a large amount of
complexity and overhead to our implementation. We only compute the latency for nodes that received

a given broadcast.

Unique Data Packets Received: We measure the average fraction of broadcasts sent by the soe

that are received by listening nodes.

Total Data Packets Received: This is a measure of the receive overhead of the protocol. lItsi
the average total broadcasts received divided by the numbepf broadcasts sent by the source. Since
sensors lter duplicate broadcast packets (with respect tothe source and sequence number), the total

data packets received is greater than or equal to the unique @a packets received.

Total Data Packets Sent: This is a measure of the sending overhead of the protocol. Itsi the
average total broadcasts sent by a node (excluding the broathst source) divided by the number of

broadcasts send by the source.
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To test the e ects of p, g, and r, we set their values to 0.0, 0.3, 0.7, and 1.0 and ran one exgarent
(with multiple broadcasts) for each of the 64 possible comhiations of these three variables using these four
values. For clarity of presentation, we omit some of the commations in our graphs.

In Figure 5.12, we show the e ects ofp on energy consumption. Wheng = 1, obviously no energy savings
occurs. Whenr = 0, the energy consumption decreases witlp because less packets are being received by the
nodes (it is proportional to the corresponding curve shownm Figure 5.14). If a sensor is receiving only a few
packets, then it will be sleeping most of the time. Whenr = 1, every packet transmitted immediately is also
transmitted a second time using the power save protocol. Ths results in increased overhead and reliability.
However, since more packets are being sent and received, tlemergy consumption is greater than forr = 0.

The curve is approximately at when q = 0 and r = 1 because the number of transmissions that
follow the B-MAC power save protocol remain the same. In B-MAC, such transmissions, with their long
preambles, consume signi cantly more energy than the immethtely sent packets. Thus, the dominating
energy consumption component, the packets sent using the peer save protocol, remains constant. The

number of immediate sends increases gsincreases, but the e ect on the curve is small.

1 By T Bl T T S T 3
g
5_ 09 I~ -1
)
Q@ 0.8 b
n
& 07 i
Z
= 0.6 [ —— V-
&  05%F_ -
£ 04 i
=
s 03 .
c |l 9=0,r=0 ——
_% 0.2 4=0, 1 =1 —-x—
& 01F 9=1,r=0---%-
(IR g=1,r=1 -

O | | | |

0 0.2 0.4 0.6 0.8 1

Figure 5.12: Energy consumption.

The e ect of p on latency is shown in Figure 5.13. We can see hoyw improves the latency whenq = 1.
This improvement comes at the expense of energy consumptionThe sharp drop-o inthe q=0, r =0
case occurs because of a large decrease in reliability (shown Figure 5.13). This is due to the fact that the
latency is only computed for sensors that receive a broadcés So, the few sensors that happen to receive
the broadcast will do so with a small latency whenp is high and g = 0. As an example, whenp = 0:3, the

reliability of the broadcast is about 80%. However, the sligit decrease in latency whenp = 0:7 comes at
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the expense of achieving only a 20% reliability. Theq= 0, r = 1 case actually shows an increase in latency
because the second packet being transmitted is what is usugl being received. The second transmission

occurs only after the rst transmission that uses a short preamble.
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Figure 5.13: Average broadcast latency.

Figure 5.14 shows, as expected, that iffj=1 or r = 1, the reliability is 100%. However, if both gand r

are zero, then the reliability steadily decreases withp to the point of almost 0% reliability.
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Figure 5.14: Reliability of broadcast.

The overhead for receiving and sending in the protocols can é seen in Figure 5.15 and Figure 5.16,
respectively. As expected, whenr = 1, we get twice the overhead for both sending and receiving Wwen

compared tor = 0. In both gures, we see that the overhead increases ag increases wherr = 1 since more
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packets are sent according to thep parameters and, hence, more packets are sent a second timecacding
to the r parameter. In the case whereq=0 and r = 0 in these gures, we see a decrease in overhead since
more packets are being transmitted according to thep parameter and less neighbors are listening at that

time (since q=0).
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Figure 5.16: Transmission overhead.

Consistent with our results in Section 5.2, Figure 5.17 show that an increase inq causes a linear increase
in energy consumption. Thep = 1 case uses signi cantly less energy than the other three cses at lower

values ofg. This is due to a decreased reliability compared with the otter three cases. When no packets are



being transmitted using the power save protocol, sensors &ép more since they are receiving fewer packets.

This is similar to what was seen in Figure 5.12.
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Figure 5.17: Energy consumption.

Figure 5.18 shows the e ect ofg on latency. Inthe p=1, r = 1 case, the latency shows a linear decrease
with g. This is because whenq = 0, most of the broadcasts received are from the second tramsission.
However, wheng = 1, the broadcasts received are from the rst transmission nstead of the second rebroadcast
(as determined by ther parameter). In the p=1, r = 0 case, whenq = 0 the latency is low due to the
low reliability (as shown in Figure 5.19). After this point, however, there is a gradual decrease in latency as
more broadcasts are received directly from the source rathethan rebroadcasts by a neighbor. Whenp=0:3
and g = 0, we can see thatr = 1 can actually have a negative e ect when compared withr = 0 due to the
increased contention from the extra overhead induced.

The fraction of broadcasts that are received is shown in Figte 5.19. The interesting cases are onlp =1,

r =0and p=0:3,r =0 since the other two curves have enough redundancy to give@0% reception. In both
cases we can see how the reliability improves aj increases (the other two curves are at at 100% regardless
of g's value).

Finally, we tested the e ects of r in our implementation. Figure 5.20 shows energy consumptin. When
p=1, g=0, we can see that the nodes use more energy due to the increa reliability that the increasing
r is providing. The reliability improvement with r is illustrated in Figure 5.21.

Figure 5.22 and Figure 5.23 show the overhead for receptionand transmissions, respectively. These
results show that the overhead doubles wherp =1 and q=1 as r goes from 0 to 1. This occurs because

when p = 1, each sensor will transmit each broadcast once whemn = 0 and twice when r =1. When p =0,
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we see no e ects on the overhead, with respect to, as expected. Whenp =1 and q= 0, then the overhead
is zero whenr = 0 due to the lack of reliability. The increasing reliabilit y with r causes the overhead to
increase linearly.

From these results, we see that our implementation in TinyOSshows the same trends as we observed
in simulation for energy consumption, latency, and reliablity as a function of the p and g parameters.
Additionally, we have shown the e ects of a new parameter,r, which can improve reliability at the expense
of extra packet overhead. Our gures show the quantitative performance of these three parameters on sensor

hardware.
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5.3.4 Lessons Learned

In this section, we list some lessons that we learned as a reswf our implementation.

Lesson 1. A small fraction of seemingly trivial tasks will take a largefraction of your time.
Getting a reliable serial connection between a Mote and thedptop proved extremely time consuming.
The need for root access limited our PC choices to laptops. Mat laptops are equipped with only
USB ports and not serial ports. However, the USB-to-serial @apters that we tried tended to produce
non-deterministic errors where serial communication woul succeed about 10-20% of the time. After

devoting signi cant time working under the assumption that the operating system needed con gured
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correctly, we eventually had to purchase a laptop with a native serial port.

Similarly, some aspects of TinyOS code are poorly documenttand commented (though, overall,
the documentation is good relative to other open source pragcts). Thus, some questions that could
be answered quickly by someone familiar with the system tooka much longer time to gure out by
perusing code, documentation, and running applications. Eamples include nding that link layer
retransmissions were not implemented and discovering howot code them correctly. Another example
is determining the di erences among the routing protocols povided in TinyOS and discovering how to

use these components correctly.
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Lesson 2: Multihop topologies are much more di cult to create than in simulation.
We found this particularly di cult in an indoor setting. Con trary to our assumption that one could
just place devices in a large seminar room spaced by a xed diance, we discovered that this task
requires much more in the way of measurement studies in a spec location to create a topology.
Factors such as the height of a device, its distance to otherlmjects, and asymmetry of communication
links proved extremely complex in our chosen environment. Amuch more rigorous measurement study

of a location or, better, a speci cally designed testing are are needed to create multihop topologies.

Lesson 3: Statistic collection and software updates are extremely diult without a wired backplane.
A signi cant amount of e ort was needed to create a system for collecting statistics that did not
interfere with experimental runs. Without an out-of-band c hannel available, each node had to unicast

its statistics for a run back to the sink using the same channkon which the experiments were run.

This was exacerbated by the fact that the experiments requied power save protocols to be used,
which decreased reliability and increased latency for paakts. Our solution was to use local timers
with a large \fudge" factor to account for synchronization errors so that all nodes would report their
statistics at about the same time and could turn power save mde o while this was being done. Thus,

one node's statistics collection was not interfered with byanother node's statistics reporting.

Another major di culty with the lack of a wired backplane is t hat every time a change is made to
the code, each sensor must be manually connected to the laptoand receive the uploaded code. This

approach is obviously neither scalable nor desirable durig the debugging phase.

Lesson 4: Debugging is di cult.

Essentially, the only output available is three LEDs. No gdb or printf ~ statements can be used when
things do not go as planned. The simulator that is available with TinyOS is of some use, but some
lower level hardware abstractions are not available (e.g.the time-stamping mechanism) or signi cantly
di er from the Mica2 implementation (e.g., the channel bitr ate in the simulator is hard-coded to be
twice that of the Mica2 hardware). Again, debugging is an are that would greatly bene t from a wired
backplane. Though, even this is made di cult by the fact that every module that needs debugged
must be wired to the backplane component and it must create a Bw packet type to communicate its

data.

Lesson 5: Bu er management is di cult.
In TinyOS, when an upper layer sends a packet to a lower layerit is responsible for protecting the

memory allocated to that packet until lower layers signal that they are nished handling it. Lower

98



layers are responsible for sending back pointers to packet emory locations when they signal that they
are nished. Coding must be done carefully to ensure that upger layers never reuse memory being
handled by lower layers and that lower layers return memory minters consistent with what upper

layers are expecting?

5.4 Summary

In this chapter, we have proposed a lightweight protocol, PBBF, that makes lower latency broadcast prop-
agation in power save networks more energy e cient than not using any power save protocol. Using the
protocol, a user has more ne-grained control over the energ consumption for a broadcast to achieve a de-
sired latency and reliability. Our simulations show the e ectiveness of the protocol and allows us to quantify
the energy-latency-reliability tradeo . Additionally, o ur implementation in TinyOS [11] demonstrates the

protocol on sensor hardware.

2For example, an upper layer has two packet queues from which i t is sending. The pointers to the packets at the heads
of these queues areq; and o, respectively. Thus, if an upper layer sends the packet at po inter ¢, it would expect that the
corresponding signal to indicate that the send is done will r eturn pointer q; so that it knows which queue just nished being
serviced. If a lower layer erroneously returns a di erent po inter, the upper layer cannot correlate which queue is being signaled
as serviced.
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Chapter 6

Leveraging Channel Diversity for
Secure Key Distribution

As sensor networks become more ubiquitous, security becomea major concern. It is also an excellent
opportunity for researchers to integrate security in the initial stages of protocol design, rather than an added
afterthought as has occurred in many previous network prot@ols. To this end, an important aspect of sensor
network security is key establishment. Using secure keys ithe foundation of many other aspects of security
such as encryption for con dentiality and message authenttation for integrity.

Certain properties of sensor networks make the key establisment problem unique compared with proto-

cols for other types of networks:

Sensors are resource constrainedThe sensors are generally assumed to be small devices. Thiaplies
that resources such as memory, computation power, and tramaission rates are much more constrained
than in desktops and laptops. As an example, Mica Motes [25] &ve a CPU speed of 4 MHz, a few
hundred kilobytes of memory, and a bitrate of 19.2 kbps. Froma security perspective, this means
that symmetric keys are preferable to asymmetric keys and,deally, only a small portion of memory is

devoted to key material [6, 89, 90, 93, 95].

Packets are broadcast over the air:This is true for wireless networks of all types and means thatt is
much easier for an adversary to tap into a device's communid#on channel. Thus, it is assumed that

an attacker can overhear any packet transmitted in its vicinity.

Deployment may be large in scaleNetworks may be on the order of thousands of sensors. Thus, it

preferable to localize key establishment as much as possél

Topology may be uncontrolled:In some cases, it is envisaged that sensors may, for exampleg tossed

out of an airplane to monitor an area. In such a case, there is m advance knowledge of which sensors
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will be neighbors in the network. Thus, it is conceivable tha a device is equally likely to be neighbors
with any of the N sensors being deployed. If a sensor wishes to share a secrey kvith each of its
neighbors, it needs to storeN 1 in memory, creating a scalability problem given the memorysize of

the sensors and the potentially large scale of the network.

Deployment may be in hostile territory: Sensors may be used to monitor enemy areas, therefore it is

possible that an adversary is able to populate the network with a signi cant number of its own devices.

Planned incremental additions may be desired: Sensor networks may be long-lived and require the
owner to deploy new sensors as older ones fail (whether maiiwsly or due to battery exhaustion).
Additionally, it may be desirable for an owner to occasionaly \upgrade" the network by increasing
the density of the sensors to get better sensing coverage. lthis work, we assume that incremental

additions are relatively rare events that can be planned reaonably well in advance.

Given these properties, we design a key establishment protml based on symmetric cryptography that can
scale to hundreds or thousands of sensors without any prior kowledge of sensor locations and demonstrate
resilience to the threat model described in Section 6.1.2.nl this chapter, we focus on distributing pairwise
keys among one-hop neighbors in a sensor network. Pairwiseeks are important in sensor networks for
a couple of reasons. First, when sensors are sending their tdato a sink, it allows secure aggregation of
data at each hop since a sensor shares a secret key with eachitsf children as well as its parent. Second,
pairwise keys can be used to authenticate a hash chain comnmitent that can then be used to do, for example,
authenticated broadcasts [124].

The design space for pairwise key distribution lies betweetwo extremes. On one end, each sensor could
be loaded withN 1 keys before deployment such that it shares a secret key witkvery other sensor in the
network. This scheme o ers the most security since no information about the keys is ever broadcast and a
compromised sensor gives an attacker no information aboutdys being used by other sensor pairs. However,
this scheme su ers greatly from a scalability viewpoint since a sensor may need to store thousands of keys,
of which it probably uses only a small subset.

At the other extreme, each sensor is given one key which it shras with every other sensor in the network.
From a scalability viewpoint, this scheme is excellent sine a sensor stores only one key regardless of the size
of the network. However, this scheme o ers little resilience to an attacker since if one device is compromised,
the communication between every pair of sensors is also comgmised.

The major contributions of this work are as follows. First, we present a distributed protocol that requires

a small amount of memory for storage and, with high probabilty, ensures each link in the network shares
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a unique key. Through analysis, we show the properties of ouprotocol and demonstrate that it is feasible
within the resource constraints of current sensor hardware

Second, we show that diversity of sensor channels and locath can be a bene t to sensor network security.
While such diversity has been widely used to improve perforrance in wireless networks (e.g., increasing
spatial reuse, decreasing bit errors), to our knowledge, tis is the rst work to apply these concepts to
symmetric key establishment. In particular, we show that the location diversity of randomly deployed
sensors greatly improves resilience to adversarial hardwa that is deployed in the same manner. It is also
demonstrated that using only one extra channel during initialization (i.e., using two channels instead of one)
greatly improves security. Finally, we characterize the tradeo in security and energy that is possible when

power saving is used.

6.1 Background

6.1.1 System Model

We assume that the sensors are deployed such that their loceins are distributed in a desired area. In our
model, the network is relatively dense (e.g., more than ten ne-hop neighbors per sensor) so a sensor can
overhear multiple neighbors.

Our analysis also assumes a radio model that can be represeut by unit disks and that links are sym-
metric; so if A can hearB, then B can also hearA. We assume that the radio can communicate on multiple,
non-interfering channels, but can listen to or transmit on only a single channel at any given time. For exam-
ple, devices such as Mica Mote sensors [25] and any 802.11 q@iant hardware [7] can use frequency-division

multiple access (FDMA) to achieve this.

6.1.2 Threat Model

In this work, an attacker's primary objective is to learn the link key that a legitimate pair of sensors is using
for communication. If the attacker is able to learn this key, then the encryption and authentication for the
link is no longer secure. As in previous work [6,89, 90,93, §5wve consider denial-of-service to be beyond the
scope of this work. See [125] for a discussion of possible ns to address such attacks in sensor networks.
The attacker has two means by which it tries to learn link keys The rst is by compromising legitimate
sensors and learning all the key material that is stored on tle device. In this case, obviously all communication
with the compromised sensor becomes insecure. However, taing the key material of the compromised

sensor may also assist the attacker in learning the link key®eing used by non-compromised sensors. In this
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work, we assume that attackers can compromise sensoesy time after deployment. We note that this is a
stronger attack model than is assumed in some key establishemt protocols [97] in which an attacker can
compromise sensors onhafter some initialization time.

The second method by which an attacker may try to learn link keys is listening to the plaintext keys
exchanged during the initialization phase as discussed in&tion 6.2. Since all the information needed to
create link keys is broadcast in plaintext at some point during the initialization, the attacker may be able
to reconstruct link keys by eavesdropping.

As in [6], we assume that the hardware that an attacker deplog is similar to the legitimate sensor
hardware in the network. Thus, any radio hardware an attacke uses has a receive threshold equal to or
larger than that of the sensors in the network. That is, for a packet transmitted at a certain power level,
the attacker's radio cannot receive a packet if it is farther away than the distance that sensors can receive
the packet. As another result of this assumption, the attacler cannot execute wormhole attacks whereby
colluding devices can propagate data across the network vian out-of-band channel.

We do not investigate coordinated channel assignment and siching protocols that an adversary may
use with multiple radio devices or colluding single radio deices. Such scenarios are an area for future work.
However, we do consider the e ects of an attacker adding more devices that cllude by combining their

knowledge of overheard packets.

6.1.3 Bloom Filters [4]

In our protocol, we use Bloom lters [4] to communicate sets & keys. In this section, we give a brief
overview of the operation of Bloom lters. For more information, the reader is encouraged to peruse any of

the numerous tutorials or surveys available on the subject é.g., [126]).

an input, each of these hash functions maps an object to a vaki between 1 ands according to a uniform

distribution. The Bloom lter is a bit vector of s bits. Initially, every bit is set to 0. Given an object, v;,

If this test is true, then the object is considered to be in the lter. False positives occur when each of theh

values for an object,vj, maps to a bit that was set to 1 by the hash function for some obgct other than v; .

1A one-way function, H, is easy to compute (i.e., given object x, H(x) can be computed in polynomial time), but hard to
invert (i.e., given H (x), no polynomial time algorithm exists to nd y such that H(y) = H(x)).
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In 6.3, we investigate what values ot and s are appropriate for our scheme to avoid false positives witthigh

probability. However, our scheme is robust against occasital false positives as described in Section 6.2.5.

6.1.4 Merkle Trees [5]

Another cryptographic primitive used in our protocol is Mer kle trees [5]. We use Merkle trees to provide
authentication that the set of keys being broadcast by a sensr was generated by a trusted source before
deployment.

Assume that a trusted source hasm objects that it wishes to distribute among untrusted sensos. The
goal of a Merkle tree is that when a sensor claims to have a cain object, the value of that object can be
authenticated without contacting the trusted source. To do this, the trusted source generates the Merkle
tree for the objects before deployment and then loads each ssor with the root of the tree as well as the
Ig m interior nodes of the tree needed to verify the authenticity of each object distributed to the sensor.

Figure 6.1, gives an example of a Merkle tree for four objectsvy; vo;Vvs; v4. First, each leaf node of the
tree is generated by hashing one of the objects. For examplé&; = Hy, (v1), where Hy is a one-way hash
function [127]. Each of the interior nodes of the tree is germated by hashing a concatenation of the node's

left and right child. For example, B = Hy (EjjF). This continues until the root, R, is generated.

A = Hw (CjiD)

Figure 6.1: An example Merkle tree [5] for four objects:vi;Vv,; v3; v4. The leaf nodes are generated by doing
a one-way hash,Hy,, on the corresponding object. The interior nodes are genetad by doing a one-way
hash,Hy , on a concatenation of the children of a node.

Each sensor can verify the authenticity of objects by being daded with R by the trusted source. As an

example, consider a sensor that is given objeot, by the trusted source. The sensor is then also loaded with
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the values necessary to authenticater, (i.e., C and B). When the sensor wishes to verify the authenticity
of v, it can do so by transmitting v, along with the values of C and B. With these values, any sensor that

knows R can verify the authenticity of v, by checking that R = Hy (Hwm (CjjHm (v2))jiB).

6.2 Protocol Description

6.2.1 Overview

We begin with a brief overview of the details that are presened in Section 6.2.2 through 6.2.4. Table 6.1

provides a key for the notation used in this section.

Table 6.1: Protocol notation.

Notation Description

c Number of non-interfering channels available
Number of keys broadcast by each sensor during initializatn
Maximum number of advertisement keys from any one of a senstw neighbors
Cumulative number of keys a sensor includes in its advertigment from neighbors
Minimum number of advertised keys a sensor must share with a @ighboring sensor to
engage in communication
h Number of hash functions per Bloom lter
s Size of the Bloom lter (bits)

Prior to deployment, each sensor is loaded with a unique, notverlapping set of keys by a trusted
source. Unlike previous work [89, 90], this set of keys is kwan to only that sensor and not part of a larger
shared pool of keys. Along with these keys, the sensors aredded with the Merkle tree nodes necessary for
others to authenticate the Bloom lter of their  keys (as discussed in Section 6.2.2, the actual keys could
be authenticated rather than the Bloom lter at the cost of in creased overhead).

The sensors are then deployed non-deterministically over given area. On a common channel, each sensor
broadcasts the Bloom lter of the  keys with which it was loaded along with the Merkle values neessary
to authenticate the Iter. This allows sensors to verify that future keys received from a given neighbor were
given to that neighbor by the trusted source. In Section 6.22, we discuss this aspect of the protocol in depth
as well as how to deal with attacking devices that try to rebroadcast legitimate keys and generate arbitrary
keys.

During initialization, sensors switch their radios to a channel chosen uniformly at random and choose a
non-deterministic amount of time to listen to the channel before switching to another channel. Also during

this time, the sensors choose non-deterministic times to lwadcast each of their keys in plaintext. The key
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broadcast times are independent of the channel switching thes. This procedure continues until all sensors
have had a chance to broadcast all of their keys. Each key is seon the channel to which the sensor is
listening at the chosen broadcast time. During this initialization phase, sensors store every key that they
transmit as well as every key that they overhear in broadcass by their neighbors.

At the end of the initialization phase, all sensors switch their radio to a common channel, and perform a
key discovery phase during which a sensor tries to establish unique key to communicate with each neighbor.
For the discovery phase, each sensor hashes all its known leinto a Bloom lIter and broadcasts the lter.
Every time a sensor overhears a lter, it searches the Bloom lter of its own keys to determine which keys
it has in common with the sender of the overheard lter.

After the key discovery phase, the key establishment phasesidone. During key establishment, a sensor
broadcasts a separate message for each lIter it overheard ithe key discovery phase. In this message, the
sensor includes a Bloom lter indicating the keys it believes it has in common with the sender of the original
Bloom lter along with a random nonce encrypted by a link key composed of those shared keys. If the
sensor receives a single acknowledgment with a properly erypted, incremented nonce value, a link key has
been established with that neighbor. This process continug until a sensor has a unique key for each of its
neighbors.

At this point, with high probability, the sensor shares a seaet key with each of it neighbors and needs

to store only its link keys, preloaded keys, and Merkle nodes for authentication [128].

6.2.2 Predeployment Phase

We now describe how keys for sensors in the initial deploymerare loaded onto each device. In Section 6.6.1,
we discuss how this phase of the protocol can be extended toladv incremental sensor additions after this
initial deployment.

A trusted authority generates  keys per sensor that are loaded on each sensor before deplagmh The
keys generated for each sensor are unique to that sensor, amdt part of a global key pool as has been done
in previous work [89,90] (i.e., a sensor's set of keys do notverlap with another sensor's set of keys). Once
the key sets are generated for the sensors, the trusted sowaomputes the Bloom lter for each sensor's
set of keys as described in Section 6.1.3. Finally, the trustd source creates a Merkle tree, described in
Section 6.1.4, as follows. The leaves of this Merkle tree argenerated by hashing a concatenation of the

sensor's ID with the Bloom lter of its keys (discussed in Setion 6.2.2), denoted asBF .2 Thus, there is one

2 Alternatively, the leaves of the Merkle tree could be a hash o f each of the sensor's keys instead of the Bloom lIter of the
keys. This would increase the protocol's storage and commun ication overhead, but eliminates the possibility of false p ositives
and increases robustness against attacks that generate arb itrary keys. Our work does not explore this approach.
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Merkle leaf for each sensor its value for that sensor isly (ID jjHm (BF)).3

At this point, each sensor is loaded with the keys that the trusted source generated for that device, the
root of the Merkle tree, and the IgN interior Merkle nodes needed to authenticate the sensor's Bom Iter
of its keys, whereN is the number of sensors deployed. After deployment, everyenisor listens to a common
channel. During this period, each sensor broadcasts the Btwm lIter of its  preloaded keys along with the
Ig N Merkle values needed to authenticate its Bloom Iter and ID. Every sensor stores the ID and Bloom
Iters for each of its neighbors for the duration of the key distribution procedure.

When the key broadcasting begins, a sensor only accepts a kdyom a neighbor if the key exists in
the Bloom lter associated with the neighbor's ID. This scheme is vulnerable to two attacks. First, an
attacker may try to assume another sensor's identity by rebioadcasting the packets containing a legitimate
sensor's ID, Bloom lter, and Merkle values and then rebroactasting keys that it hears the legitimate sensor
broadcast during key initialization. In Section 6.2.4, we e&plain why an attacker could benet from such a
strategy. However, such an attack can bedetected if any legitimate sensor overhears a key broadcast twice
claiming to be from the same ID since each key is to be broadcasnly once. Alternatively, the malicious
device can be detected if the sensor that is the victim of idetity theft overhears the attacker using its keys
and ID. Such detection will happen with high probability in r elatively dense sensor networks. It is an area of
future work to quantify the optimal strategy for an attacker to try rebroadcasting legitimate packets while
remaining undetected.

The second type of attack is for the malicious devices to gemate arbitrary keys that hash to all 1's in
a legitimate sensor's Bloom lter. In 6.3, we analyze the e ort required by an attacker to generate these
arbitrary keys and see that somewhere on the order of tens toundreds of arbitrary keys must be generated,
on average, for an attacker to create such a key. Also, incresng the size of the Bloom Iter can greatly
increase the e ort required to generate arbitrary keys.

Another way to combat such an attack is to keep track of the nunber of keys received from any one
neighbor and alert an authority when the number of keys recered exceeds some threshold that may indicate
misbehavior. In applications that require greater immunity to this attack at the expense of storage and
communication overheard, eactkey could be placed as a leaf in the Merkle tree, resultingin N leaves for

the tree instead of only N leaves. This would allow each broadcasted key to be authertated individually.

31f a sensor's post-deployment location is known prior to deployment, then the techniques from [129] can be used to r educe
the amount of communication required to verify that a sensor 's leaf is legitimate.
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6.2.3 Initialization Phase

The goal of the initialization phase is to ensure that each pa& of neighbors knows a unique subset of keys at
the end of the process. The length of the initialization pro@ss depends on how large must be to achieve
the desired probability that all links have a unique set of keys and the amount of channel contention. We
assume that broadcasts are sent using CSMA/CA to reduce calions. In Section 6.3, we analyze what values
of are appropriate for a deployment.

Neighbor pairs are expected to share a unique subset of keygbause of the channel and spatial diversity
in the network. The primary form of diversity is from the chan nel switching of the protocol. The only
constraints we make on the channel switching algorithm are:(1) each of a sensor's keys are broadcast
during the initialization phase, (2) that each broadcast from a sensor is, on average, overheard by a subset
of d=c neighbors, whered is the expected number of one-hop neighbors of the sensor ardis the number
of channels available, and (3) a di erent subset of neighbos overhears each of a sensor's broadcasts, with
high probability. Thus, channel selection gives diversityin the subset of neighbors that overhears each of a
sensor's key broadcasts.

This is illustrated in Figure 6.2 where E is a neighbor of A, B, and C. We refer to a key that is known
by both A and B as ashared key In Section 6.2.4 and Section 6.2.5, we elaborate on how thénared keys
are used to generate dink key for the sensor pair. The link key is the secret symmetric key hat A and B
use for secure communication. WherC broadcasts a key, the probability that A and B are both listening
to the channel on which C broadcasts is (E¢?. Given that A and B are listening to the same channel on
which C broadcasts, the probability that E is not listening to that channel is 1  (1=c). When this occurs,
A and B have a shared key that can keep the link secure against eavasgping by E.

The spatial diversity comes from the fact that two neighbors, say A and B, may overhear broadcasts
from di erent sets of common neighbors. Consider the scendo in Figure 6.2 where A and B are one-hop
neighbors that are both within range of C and D. However, C and D are not within range of each other.
Thus, for example, if one of A and B's shared keys comes from a broadcast b@, then D will not know that
key and, hence A and B's link can use the overheard key fromC to secure the link from being compromised
by D. Similarly, if one of A and B's shared keys comes fronD's broadcast, then the link can be made secure
against eavesdropping byC. Therefore, over the course of several broadcasts, the linketweenA and B is
expected to eventually be secure against eavesdropping byoth C and D with high probability.

Another form of diversity from the wireless channel comes fom uncorrelated packet loss. Thus, even if
A, B, and E all listen to the channel on which C broadcasts a key,E may receive a packet in error thatA

and B receive correctly. In this case,A and B learn a key that E does not know. Packet loss can occur, for
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Figure 6.2: One-hop neighborsA and B can both overhear broadcasts fromC and D. However, C cannot
overhear broadcasts fromD and vice versa.E is a one-hop neighbor ofA, B, and C.

example, due to noise and interference degrading the recedd signal.

If two sensors happen to end up close to each other, our protat still provides some security from
diversity. Two cases need considered. The rst is when two sgsors are close enough to have the same set of
one-hop neighbors, but still far enough apart to have uncorelated packet loss. In this case, the sensors may
still receive a di erent set of keys since they are switchingto di erent channels and experiencing di erent
packet losses. The second case is when the sensors are witttie coherence distance [130] of each other. In

this case, the diversity in key sets still exists since the sesors are switching to a di erent set of channels.

6.2.4 Key Discovery Phase

When the initialization phase completes after the speci edtime, to determine a link key, sensors must discover
which keys are known by its neighbors. To reduce communicatin overheard, we use Bloom lters [4] to
advertise key sets in a compact manner.

A sensor creates a Bloom lIter for advertising its keys by induding each of the keys that it transmitted
and some of the keys it overheard from the broadcasts of others. ¥ denote the set of keys that a sensou
overheard from other neighbors aK . In Section 6.2.6, we discuss how to deal with an attacker whaends
out a lter packet that spoofs the address of a legitimate sersor (e.g., claiming the source of the lter is

sensoru when it is not). Sensoru then chooses a key subset of size to advertise in its lter (i.e., is a
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predetermined constant that, with high probability, is less than jKj). Since the sensor knows the source
of each of its overheard keys, an upper limit, , is placed on how many keys in this advertised subset come
from any one neighbor. This avoids giving disproportionatein uence to any one neighbor in establishing

link keys. The sensor creates its advertisement by placingach of these + keys into an s-bit Bloom lter.

computes and stores the hash values associated witkach of the keys that it overheard or transmitted during
the initialization phase so that it can check its key hashes ér inclusion in the Bloom lIters of its neighbors.
Using CSMA/CA the sensors broadcast their s-bit Iters.

Upon receiving a Bloom Iter from one of its neighbors, a sener checks to determine which subset of
keys it shares with the sender of the Iter. Assume that senso u overhears a Bloom lIter advertisement
from sensorv. Node u checks to see which of its known keys are included in's Iter. For each key for
which all h associated bits are set in the Iter, u adds the key to the list of keys it potentially shares with v.
Because Bloom lIters are susceptible to false positives (bunot false negatives),u may add a key to the list
that is unknown to v. In Section 6.2.5, we describe how this list of keys is veri d. After a lter has been
received from each ofu's neighbors, it has a list of keys that it believes to be shard with each neighbor.
For security, we can require that a sensor only participatesin the key establishment phase with neighbors
that share some minimum number of keys, , with the sensor. can be determined based on the expected
number of keys a link should share such that, with high probalility, their subset of shared keys is unique.
We note that is similar to the g value in [90].

Now, u tries to determine a unique subset of keys that it shares witheach neighbor and creates a link
key that will be used for future communication. The set of keys that sensoru believes it shares with sensor
v is denoted asK,,. To try creating a shared key with v, u chooses a subset oK ,, of size . It creates
the link key, kyy , as the hash of these shared keys:k,, = hash(kijjkzjj :::jjk ), whereky;ko;:iik 2 Kyy.
Node u will try to verify ky, during the key establishment phase described in Section 6.2.

If a sensor determines that it does not share at least keys with some neighbor, then a few options
exist. First, it can choose not to use the link. In a dense netwrk, not being able to use a few links may be
acceptable. Alternatively, the sensors can request that tle sensors do another initialization procedure at a
later time to try adding the links, # though such a technique would require some authentication rachanism
for the request to avoid attackers spuriously sending such eéquests. Another option is to use one of the

multipath reinforcement mechanisms described in [90] if eaugh trust exists among its neighbors to do so.

41f another link key initialization procedure occurs, senso rs that established link keys previously do not try to re-est  ablish a
new link key.

5Multipath reinforcement [90] allows a sensor pair, A and B, that do not share keys to use m shared neighbors,
nbry;:::;nbrm to establish a key if A and B both already share  with each of these m neighbors.
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6.2.5 Key Establishment Phase

The nal phase of the protocol is the key establishment phase At this point, each sensor knows of a subset of
keys that it believes it shares with each of its neighbors (smetimes this belief may be erroneous as discussed
below). Furthermore, as we show in Section 6.4, with high prbability, this subset of keys is unique to that
sensor pair. Each sensor has a list of unique Iters receiveth the key discovery phase. We refer to this
as the lter list . In key establishment phase, a senson, challenges its neighbor,v, with the key k,, that

it generated in the previous phase. Speci cally,u sends a random nonceRN, encrypted by key ky, to v
along with a Bloom lter containing the  keys that composek,, . We refer to this packet as a Link Request
(LREQ). Thus, LREQ = (Vvjjujjf RN gk,, JiBF (ku)), where BF (kyy ) is a Bloom lIter containing the hashes
of the keys that composek,,. We note that the size of BF (k,,) should be much smaller than the Bloom
Iters send during the advertisement phase since, typicaly, + . In Section 6.2.6, we discuss how to
deal with an attacker who sends out aLREQ packet that spoofs the address of a legitimate sensor (e.g.,
claiming the source of theLREQ is sensoru when it is not).

When v receives theLREQ , it searchesK, to determine if it believes it knows every key inBF (kyy ). If v
can decrypt the LREQ correctly using the keys that u used to composek,, ,° it will reply with a Link Reply
packet (LREP ). The form of this packet is LREP = (ujjvjjf RN +1g, ). Once u receives theLREP and
veri es that the incremented value of RN is correct, the link key is established and, with high probalility,
kyy is known only to u and v.

It is possible that v is not able to decodeu's LREQ correctly for one of two reasons. First, there could
have been a false positive whemu determined its shared keys fromv's advertisement and it used the key
that caused this false positive to composek,,. The second reason is that a false positive occurred when
v determined the keys that composedk,, from the Bloom lter in u's LREQ . If one of these two event
occur, then v can reply with its own LREQ to u using some di erent subset of keys that it believes the
two sensors share. If the sensors are unable to agree on a sbdrkey after some speci ed number oLREQ
exchanges, then can resort to one of the methods described the previous section (i.e., do not establish the

link, request another link key initialization procedure, or use multipath reinforcement [90]).

6.2.6 Neighbor Address Authentication

We note that an attack could occur during the key discovery orkey establishment phase whereby an attacker

spoofs the identity of another node in the Iter, LREQ, or LREP packet. A malicious device could initiate

6We assume well-known elds are in the encrypted part of the LREQ so that a sensor can verify that it correctly decrypted
the random nonce.
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a Sybil attack [92] by spoo ng multiple addresses in this mamer. In this case, a legitimate node,v, may
receive two di erent packets claiming to be from a neighbor,u. One of the packets is actually from sensou
while the other one is spoofed by the adversary. In this case; has no way of identifying which set of known
keys are actually associated withu. If the v chooses the wrong set, it may end up establishing a pairwise
key with the malicious device thinking that it is sensor u.

To guard against this attack, we propose using Merkle trees ad one-way hash chains for a challenge-
response system. Each sensor is loaded with the root of anath Merkle tree (i.e., separate than the key
authentication tree discussed in Section 6.2.2). The leawof this Merkle tree consist of hashing the con-
catenation of the sensor's ID with a hash chain commitment (a&scribed below) for the sensor. Thus, the
leaf for sensoru is Hy (ujjHC,), where HC,, is the chain commitment for u. The sensor is also loaded with
the IgN values necessary to authenticate the leaf with its ID and hak chain commitment, as discussed in
Section 6.1.4.

The hash chain works as follows. The commitment of the chaing obtained by applying multiple one-way
hashes to an initial value known to only the sensor associatewith the commitment. For example, suppose
that RN, is a random nonce known to onlyu initially. In this case, HC, = Hc(Hc(i:: He(Ho(RNy)) ::2)),
where H. is a one-way hash function for generating hash chains. Thusf we denote RN, as vg, then the
i-th value (i > 0) of the hash chain,v;, isvi = Hc(vi 1). Thus, for a chain of length |, HC, = v; 1.

The hash chain is then revealed, as needed, in order startingith the value preceding HC in the chain.
That is, the rst time a sensor needs to authenticate itself using the chain, it will send the valuev, ,. Recall
that HC = v 1 = Hc(v 2). Thus, since H; is a one-way function, it is computationally infeasible for any
sensor other than the owner of the hash chain to derivey, , prior to its initial broadcast. Additionally,
any sensor than knows theHC for the broadcasting node can verifyv, » by testing that HC = Hc(v; 2).
Choosing a su ciently long value for the hash chain represeits a tradeo in the number of challenges that
a device can respond to on one hand and the computation requd to compute/verify chain values on the
other hand. We note that hash chains have been used for symmet key authentication in other wireless
networks applications [131, 132].

Each device broadcasts it hash chain commitment value alongvith the Ig N Merkle tree nodes to au-
thenticate the commitment to its neighbors. When the authentication of a Iter packet, LREQ, or LREP
is needed, a device will reveal the next value on its hash chai If the most recent value that the sensor
broadcasted wasv;, then it will next broadcast v; ;. A sensor can pessimistically authenticate each lter,
LREQ, or LREP packet that it sends, or do so only in response to a challengeyba neighbor. Such a

challenge could come, for example, in response to a sensorce&ving two di erent packets claiming to be
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from node u, or if it receives a single packet which it suspects may spoefl.

Alternatively, instead of using hash chains, we could use apther two-level Merkle tree as described in
Section 6.6.1. In this approach, each sensor would havk leaves in its Merkle tree and each leaf would
be the hash of the sensor's ID with one ok random nonces. To authenticate in this scheme, the sensor
would include a previously undisclosed random nonce and baxcast the Merkle tree nodes necessary for
authentication.

We note that such an approach is not infallible. In particular, an attacker could learn the necessary
authentication values for a sensor,u, in one part of the network and transmit them out-of-band to another
part of the network for a malicious device to assumeu's identity. Such an attack is beyond the scope of our
work. Another shortcoming is when packet loss occurs, an adrsary may rebroadcast a legitimate node's
most recent hash chain value. A sensor that did not receive th legitimate node's original disclosure of the
hash chain value, but did receive the adversary's rebroadcs of the value will consider the adversary's packet
authenticated. So, while this approach is not perfect, it dees provide another level of security that makes

address spoo ng more di cult.

6.3 Analysis

In this section, we present analysis, followed by simulatio in Section 6.4. We use the notation in Table 6.1
and Table 6.2. This analysis is approximate and only consides a limited case (i.e., where only nodes within
range of each other are considered and the attacker is passiyin order to see the trends that arise. We
consider two sensorsu and v, that have d,, common neighbors ¢,, excludesu and v) that are not within
range of an eavesdropperw. We are interested in the probability that the link key generated by u and v
is known by w in the system. Thus, our analysis does not consider multiplg colluding adversary devices.
Nor does it consider an attacker that is broadcasting its ownset of keys during the initialization phase.
However, the simulation in Section 6.4, addresses these swios.

In our analysis, w hasd,,, neighbors that are shared byu, v, and w (dyw €excludesu, v, and w). Thus,
the total number of shared neighbors foru and v is dy, + dyw . In our analysis, we consider only sensors
u, v, and the d,y and dyw shared neighbors ofu and v. In a real network, there may be many sensors
within range of one of the sensors (i.e.u or v), but not the other one; this is not captured by our analysis.
In Section 6.4, we simulate the protocol in a more realistic stting. We then derive the probability that u

and v share at least one key in their key establishment phase thats unknown to w (and, hence, the link is
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secure against eavesdropping bw). In the analysis, we assume an ideal MAC layer with no collifons. In

Section 6.4, we simulate the protocol using a more realistidAC layer.

Table 6.2: Analysis notation.

Notation Description
duv Shared one-hop neighbors of sensotsand v (excluding u and v) that are not within range
of w
duvw Shared one-hop neighbors of sensotsand v that are also shared by sensow (excluding u,
v, and w)
Pe Probability of a packet loss
Pn Probability a sensor in overhears a key that is broadcast by oe of neighbors
X Random variable indicating the number of keys known to bothu and v that originated
from either u or v's  keys.
Xdy, Random variable indicating the number of keys known to bothu and v that originated
from their dy, neighbors.
X do Random variable indicating the number of keys known to bothu and v that originated
from their dy,.w neighbors.
E comp Event that u and v's link is compromised byw (i.e., w overheardall of u and v's keys).
E conn Event that u and v's link is connected (i.e.,u and v share at least keys).
f False positive rate for Bloom lIter
Pa Probability an attacker creates an arbitrary key that will b e accepted as a legitimate key
The probability that a sensor hears a key broadcast by one ofts neighbors is: p, = %(1 pe), where ¢

is the number of channels andpe is the packet loss probability. Now, we look at the probability a link is
connected and not compromised for given values of and . We do not consider the e ects of or in
our analysis (refer to Table 6.1 for parameter meanings). Istead, we assume that a sensor advertises all
its keys and places no maximum on the number of keys includedrdm any one neighbor (i.e., ). These
assumptions simplify the analysis. In Section 6.4, we incquorate the parameter to avoid having arbitrarily
large advertisement packets.

Recall that is the number of keys thatu and v must share to have a link. Thus, we rst determine the
probability with which u and v share this many keys. We patrtition the keys known by bothu and v into
three sets: (1) those keys that came from eithermu or v's set of keys (indicated by the random variable
Xw), (2) those keys that came from their d,, neighbors that are not within range of w (indicated by the
random variable X4, ), and (3) those keys that came from their d,ww neighbors that is within range of w
(indicated by the random variable X4, ). We now present equations of the probability density functions
for these three random variables.

Each random variable has a binomial distribution [133]. ForX,, there are a maximum of 2 keys possible
and each one is in the shared set with probabilityp,. This is because the originator of the key (eitheru

or v) knows that key with probability 1 and the non-originator wi Il have heard the key with probability py,.
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Thus, we have:

Pr{Xw = X] = 2x pi@@ pn)?2 X ,when0 x 2 (6.1)

The expressions forXy, and Xg,, are similar to Equation 6.1 but have di erent parameters. The
maximum number of keys that can come from these sets ard,, and dyw , respectively. The probability

(for both X4, and Xg,,, ) that a key is in u and v's shared set of keys i since both u and v overhear

such a key with probability py. This gives us:

dUV

Pr[Xgq, = X]= y p@ p2)d X ,whenO x du (6.2)
Pr[Xq,. = X]= d“V)ZV XL p)% X whenO X duw 6.3)

Now, we can derive the probability that u and v are connected, or PrEconn] (i.€., they share keys

overheard during the initialization phase).

Pr[Econn] = Pr[xUV + Xduv + xduvw ]

X _ _ (6.4)
= PriXw =] Pr[Xq, =ij] PriXa,, = K]

i+j+k
Next, we nd the probability that a link is compromised given that it is connected (i.e., Pr[Ecomp jEconn ).
For this, we note that if u and v share even one key from a common neighbor that is not's neighbor, then
w cannot compromise this link since, by design, such neighbsrare are not overheard byw. Therefore, we

need to sum over the event space wher¥y,, =0 and (X + Xq,, )

0 1
_ X G . . L
Pr[EcompJEconn] = @PI’[X dow = 0] plh th PriXw = i] PriXq,, = J]A Pr[Ecomn] (6.5)
i=0 j=max( i; 0)

Given these expressions, we can now compute the probabilitthat u and v's link is connected and not

compromised:

PriEcomp ® Ecom]=(1  Pr[EcompjEconn]) Pr[Econn] (6.6)

Based on these expressions, we generated some numericalulesss Due to the O( 2) complexity of

Equation 6.4, we had to make a simpli cation to achieve an aceptable computation time. The simpli cation
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is that we do not consideru and v's keys to be a separate partition of the key space. Instead, @include
them in the dyw set of keys to reduce the algorithmic complexity toO( 2). Again, since our analysis is
approximate, the numerical results only serve to show trend whereas the simulation results in Section 6.4
capture e ects that are ignored in our analysis. To generatethese numerical results, we set = 10, dy, =0,
duww =11, and pe = 0:01.

Figure 6.3 shows the fraction of links that are connected as dunction of and Figure 6.4 shows the
fraction of links the are connectedand not compromised’ We note that the curves in Figure 6.3 and
Figure 6.4 are the virtually the same for all but the c= 1 case. This means that, for the curves wherec > 1,
a link is secure with high probability given that it is connected. For the ¢ =1 case at lower values, we can
see that the connectivity is approximately one, but a signi cant fraction of links are compromised. Thus, for
the c =1 case, connectivity does not correlate to a link not being ompromised as strongly as it does when

c> 1.
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Figure 6.3: Connectivity of legitimate sensors vs. .

We note that the trends in Figure 6.3 and Figure 6.4 are the sam as the corresponding Figure 6.7
and Figure 6.8, respectively, in Section 6.4. However, ther are some di erences when compared to these
simulation results. First, the security of the ¢ = 1 case is higher in the analysis than in simulation. This
is because in the analysis we only consider one eavesdroppevhereas 30% of the sensors are colluding
adversaries in the simulation results. Also, the connectiity of the ¢ = 2 and ¢ = 3 cases is higher in the
analysis. This is because the analysis only considers an ideMAC layer with no collisions. In the simulation,

when the number of channels is relatively low, the contentim is higher and, hence, the number of packets

"These gures are plotted on the same scale as Figure 6.7 and Fi gure 6.8, respectively, for purposes of comparison. Due to
computation time, we were not able to extend the curves as far in the analytical humerical results.
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Figure 6.4: Secure connectivity of legitimate sensors vs. .

a node receives is reduced. Finally, the connectivity for tle c = 7 and ¢ = 12 cases islower in the analysis
than in simulation. When the number of channels is higher, catention is less of a factor. However, the fact
that we are not treating u and v's keys separately in the numerical analysis reduces the caoectivity. This
is because the keys fromu and v's sets of keys have app probability of being in the pair's set of keys
whereas in our numerical analysis, such keys only have & probability of being in the shared set of keys.

If dy > 0, then the security of the protocols improves to the point where virtually every connected link
is not compromised. This is shown in Figure 6.5, where we uséy, = 3 and plot the probability that a link
is compromised given that it is connected (1 Pr[%" Econn J=Pr[Econn ] = Pr[ Ecomp jEconn ). We note
that for the ¢ =1 case, our tools do not have enough precision and all probdlities are rounded up to one
(i.e., Pr[m" Econn] =1 and Pr[Econn ] = 1, which forces Pr[Ecomp jEconn ] = 0 by our numerical method).
Therefore, we do not plot the c = 1 curve. We see that, for the cases we can plot with su cient precision,
the conditional probability is at least 0.99999. Thus, whendy, = 3, Pr[ EcompjEconn] is virtually zero.

Figure 6.6 shows the fraction of links that are connected andnot compromised as a function of the
number of channels. This is comparable to Figure 6.10 in the imulation section (both gures have the

=25and =50 cases). In the analysis, when compared to the simulationthe connectivity is lower at a

higher number of channels and higher at a lower number of chamels. The reasons for this are explained in

the previous paragraph in relation to Figure 6.4.
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Figure 6.5: Probability of link compromise given the link is connected vs. for d,, = 3. Note that the lack
of precision in our numerical method causes the = 1 case (not plotted) to always be zero.
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Figure 6.6: Secure connectivity of legitimate sensors vs.he number of channels.

6.4 Simulation Results

We simulated our protocol with ns-2 [103]. In each test, 50 sensors are placed uniformly at rando such that
the density of the network (i.e., the expected number of onedop neighbors per sensor) is 10. Each data point
is the average of 30 test runs. The standard deviation for thegures is shown in Table 6.3 and Table 6.4.
The default values used in the simulations for the protocol ae: = 100, =100 (i.e., the advertisement
size, + ,is 200 keys), and =10 (i.e., a sensor pair must share at least 10 advertised keyfor their link

to be considered \connected"). We set = ; in future work, we plan to thoroughly investigate the e ect s
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of the parameter.

Table 6.3: Standard deviation as percentage of mean for Seon 6.4 gures with channel curves
(Average j Maximum).

| | Figure 6.7 | Figure 6.8 | Figure 6.11 | Figure 6.12 | Figure 6.13 |

c=1 0.00 | 0.00 | 43.62| 45.00| 65.38 | 224.82| 0.45| 0.91 | 4450 | 65.42
c=2 044 | 311 | 2.40 | 1252| 9.08 | 31.44 | 0.57| 1.24 9.73 | 33.31
c=3 291 | 20.35| 3.69 | 24.45| 3.08 | 13.56 | 0.68| 1.40 7.06 | 21.36
c=7 6.01 | 37.03| 599 | 37.03| 0.51 | 3.16 | 0.57| 0.86 | 12.20| 60.10
c=12 || 15.89| 81.48| 15.89| 81.48| 0.22 | 0.78 | 049| 0.81 | 14.20| 45.14

Table 6.4: Standard deviation as percentage of mean for Seon 6.4 gures with  curves
(Average j Maximum).

| | Figure 6.9 | Figure 6.10 |

=25 13.51| 50.08 | 20.29 | 49.92
=50 3.29 | 12.23| 9.10 | 37.72
=75 133 | 594 | 6.38 | 33.26
=100 || 0.52 | 2.95 | 4.872| 29.32

To implement the channel switching and key broadcasting disussed in Section 6.2.3, we use the following
algorithms. Sensors are assumed to be synchronized and at ed intervals (we use 2s in our tests), all of
the sensors switch to a new channel uniformly at random. Withn each xed interval, if a sensor has not
broadcast all of its  keys, it chooses a time uniformly at random to broadcastone of its remaining keys.

When the parameter is xed, we set 30% of the sensors, chosemiformly at random, to be controlled
by a malicious entity. In our tests, these malicious sensorgollow the same protocol as the uncompromised
sensors, however, they collude in their knowledge of plaimxt keys learned during the initialization procedure.
Thus, collusion among malicious devices is global; we do nokstrict them to being neighbors to share their
knowledge. Thus, the attacker is able to compromise a link biveen two legitimate sensors if their set of
shared keys is found within the union of the sets of keys knowiby all the colluding malicious sensors.

In our tests, we vary , c (the number of channels), and the percentage of colluding mi&ious sensors

and consider the following metrics:

Connectivity:  de ned as the fraction of links between legitimate sensorsr the network that share at least

advertised keys.

Secure Connectivity:  the fraction of links between legitimate sensors that use a &y set with at least one

key that it unknown to the colluding malicious sensors.
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In Figure 6.7, we see how increasing improves the connectivity of legitimate sensor pairs for dierent
values ofc. This is expected since sensor pairs will share more keys whedheir total number of known
keys increases. We also note that the connectivity improvesvith a smaller number of channels, since the

probability of a sensor overhearing a neighbor's broadcasis increased.
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Figure 6.7: Connectivity of legitimate sensors vs. .

However, as shown in Figure 6.8, using a smaller number of cinaels is not always good from a security
perspective. In Figure 6.7, usingc = 1 gave a connected topology for all values of . However, in Figure 6.8,
we see that less than half of the connected links foc = 1 remain uncompromised by the attacker. All of the
other values ofc > 1 are much more resilient to attacker compromise, though thg require a larger value of

for all of the links to be connected. We note that the reason tle c = 1 case does not converge to 70%, as
might be expected since 30% of the sensors are malicious, isi@to the high network density. Intuitively,
if all sensors were within range of each other, then one wouléxpect virtually all links to be compromised
provided at least one attacker is in the network.

In Figure 6.9 and Figure 6.10, we look more closely at the e ecof the number of channels on connectivity
and security. As expected, the connectivity of the network dops as the number of channels increases as
shown in Figure 6.9. The more interesting result is in Figure6.10, which shows the large bene t obtained
from channel diversity. The reason that the c = 1 case is lower than thec = 2 case is because, despite the
high connectivity of the ¢ = 1 case, the fraction of secure links for thec = 1 case is much lower. Thus, by
adding one extra channel (i.e., c = 2), the protocol's security is greatly increased. We note that the bene t
from using multiple channel diversity is not possible in the Anderson's work [6], which uses only one channel

to broadcast plaintext keys.

120



Fraction of Links
That Are Connected and Secure

1 LN S o i S e
y m c=1 ——
“ . /'/’ c= 2 X
e c=3 %
c=12 —=-
‘ 7
06 ./ i
x 7
—
04 =
02F  / .
B‘;‘/'lr
0 L m | 1 1 1 1 1 1 1 1

0

20 40 60 80 100 120 140 160 180 200

Figure 6.8: Secure connectivity of legitimate sensors vs. .
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Figure 6.9: Connectivity of legitimate sensors vs. the numier of channels.

At this point, it is evident that setting c¢ = 2 provides the signi cant gain in link security (compared
with ¢ = 1) while maintaining very high network connectivity (comp ared with larger values ofc). Thus, one
may wonder what is the utility of setting ¢ > 2. To answer this question, we refer the reader to Figure 6.1,1
which shows the fraction of connected links between legitirate sensors that are secure against the colluding
malicious devices as a function of the number of such devicas the network. Though we omit the data, we
note that the connectivity is greater that 90% in each of thee tests and forc

than 99% for each test. Thus, all the values ot shown in Figure 6.11 provide much higher connectivity than
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is seen in the results for some other key predistribution schmes (e.g., [89, 90]).
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Figure 6.10: Secure connectivity of legitimate sensors vdhe number of channels.
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Figure 6.11: Fraction of links between legitimate sensorshat are secure vs. the number of colluding attacker
sSensors.

Figure 6.11 shows that having more channels allows connedalelinks to be more secure against the
colluding malicious devices. In particular, for c = 2, when about 15 malicious devices are in the network
(30% of the sensors), some of the links are no longer secureorfc = 3, about 25 malicious devices, 50% of
the sensors, are necessary to start compromising some of thegitimate links. For ¢ =7 and c = 12, even
with 40 malicious devices in the network, virtually all of th e links between legitimate sensors are secure.
We would like to emphasize that this last scenario correspods to 80% of the sensors in the network being
malicious, which is an extremely hostile setting. Recall tlat in Anderson's work [6], only up to about 3%

of the sensors were malicious.
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To test the e ect on energy-saving on our protocol, when senars switch channels once per xed interval,
it also decides to sleep during the remainder of the intervalith probability p. By increasingp, we are able
to consume less energy during the initialization, however lhe legitimate sensors will also overhear less keys.
The malicious sensors never sleep, so they can still overheall broadcast keys.

In Figure 6.12, we see that the fraction of the time the legitmate sensors sleep has a linear relationship
with their average power consumption, as one would expect. n Figure 6.13, we show how the security of
the legitimate links decreases as the time spent sleeping éneases. Finally, by combining the data from
Figure 6.12 and Figure 6.13, we generate Figure 6.14 to chacterize the e ects of energy-saving on the
security of the protocol. This gure shows that using a small number of channels (i.e.,c= 2 or ¢ = 3), gives
us the desirable property that the security increases signcantly for small increases in energy consumption,
until a certain point. At this point, to get a security level w here virtually all of the legitimate links are

connected and secure requires a much larger increase in eggrconsumption in our protocol.
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Figure 6.12: Average power consumption vs. the fraction ofitne legitimate sensors spend sleeping.

6.5 Discussion

We now discuss our protocol in relation to the key predistribution method (e.g., [89, 90,93, 95]) as well as
the approach of Anderson et al. [6]. In some scenarios, thesaethods may be preferable to our protocol.

However, we believe properties of our protocol make it desaible in many environments.
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Figure 6.14: Average power consumption vs. the secure conctivity of legitimate sensors.

6.5.1 Comparison with Predistribution Schemes

We begin with some comparative advantages of our scheme:

Network Connectivity: As shown in Section 6.4, our protocol is able to achieve cloge 100% network

connectivity in many settings without using multipath reinforcement, which requires a sensor pair to

rely on other sensors to establish their link key. Allowing asensor to communicate with all of its

neighbors is desirable from a performance perspective siacit gives more options for forwarding a

packet over a high quality link [134].
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Localizing Damage from Sensor Compromise: In the other predistribution protocols, every time a
sensor is captured, the entire network becomes slightly lessecure since the attacker learns more about
the network's global key pool. By contrast, our protocol localizes the damage caused by compromised
devices. If an attacker captures many sensors in one regiorf the network, it does not learn anything
about the link keys being used in another region of the netwdk. This is because our protocol forms

link keys based on the key sets of nearby sensors rather thamom a network-wide key set.
Some comparative disadvantages of our scheme include:

Multihop Key Sharing: In some applications (e.g., [135,136]), it may be desirabléor key establishment
to result in shared keys between sensors that are multiple hgs away from each other. Predistribution
schemes provide this property since a sensor is as likely tchare keys with one-hop neighbors as it is
to share keys with sensors in other regions of the network. Quprotocol is localized and, therefore,
establishes keys among only neighboring sensors. Adaptingur protocol to establish keys with sensors

multiple hops away is an area for future work.

Key Set Authentication Overhead and Vulnerability: While key predistribution schemes do have sig-
ni cant overhead to advertise their key sets, our protocol has the added overhead of sending Merkle
nodes to authenticate the Bloom Iter of the key set that will be broadcast by a sensor. However, we
note that other sensor protocols have been proposed witlD(Ilg N) overhead associated with Merkle
trees (e.g., [129]) and suggested methods to improve this evhead if location information is available.
Additionally, our protocol introduces a vulnerability tha t is not present in key predistribution schemes
whereby an attacker could generate arbitrary keys that will be accepted as legitimate when broadcast.
However, we have discussed methods to address this problemsiich as increasing the Bloom lIter size

or increasing the Merkle tree size, in Section 6.2.2.

6.5.2 Comparison with Anderson et al. [6]

Compared to Anderson's protocol, our protocol is more compx and has more overhead. Additionally, our
protocol requires the availability of multiple channels, which we do not view as a disadvantage since current

sensors [25] already have this capability. We feel that our ptocol o ers signi cant comparative advantages:

Greatly Increased Security: Any adversary that compromises our protocol could also commpmise
Anderson's protocol [6]. However, in many cases, Andersos'protocol is compromised but our protocol

is not. Anderson's protocol can provide security no greaterthan the ¢ = 1 case that is simulated in
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Section 6.4. In the same section, we show that > 1 signi cantly improves resilience to colluding

malicious sensors.

Increased Link Authentication: From the description in Chapter 2, it is easy to see that Andeson's
scheme is vulnerable to identity theft whereby a malicious @vice claims a legitimate sensor's ID and
creates link keys with neighbors using this ID. In our protoml, we preload the sensors with data
necessary to authenticate their ID and key set by a trusted sarce. We note that the authentication

mechanisms that we use could be adapted for use in Andersonfgotocol.

6.6 Extensions

6.6.1 Incremental Deployment

We assume that incremental sensor deployment is done in a pfamed manner rather than a completely ad hoc
fashion. When the network is initially set up, the owner is asumed to have accurate knowledge of how many
incremental deployments will occur during the lifetime of a sensor as well as the maximum number of new
sensors that will be deployed each time. The new sensors areployed in batches rather than individually.

When new devices are added after the initial deployment, sesors start another link key initialization
procedure. A link key initialization procedure after the initial deployment could be triggered by one of
several means. It could be at regular, predetermined interals when the incremental deployment will happen.
Alternatively, the new sensors could request the initialization procedure on demand by broadcasting their
authenticated Bloom lters. Finally, a trusted source could send packets to the sensors telling them when
to start the procedure. As mentioned earlier, sensors that lieady have established link keys do not try to
create a new link key during subsequent link key initializaion procedures.

Having discussed how the initialization, key discovery, anl key establishment phases can be triggered for
incremental deployment, we now propose a modi cation to thepredeployment phase to allow authentication
among existing and new sensors as well as provide a new key det existing sensors in a space-e cient
manner.

First, we focus on authentication among existing and new sesors since it has a relatively simple solution.
Because incremental deployments are planned, it is assumdtat the network administrator plans no more
than | incremental deployment over the lifetime of a sensor. Furtlermore, for the i-th incremental deploy-
ment, the network owner knows in advance that no more thanN; sensors will be deployed at that time (we
let i = 0 be the initial deployment). Thus, whenever a sensor is defpyed along with its associated Merkle

tree values, it is also loaded with the roots of the nextl i Merkle trees that will be generated by the trusted
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source for future deployments. The trusted source is able tgenerate thesel i Merkle roots in advance
since the maximum number of sensors that will be associated it each of thesel i Merkle trees is known
in advance. This allows an existing sensor to authenticate awly deployed sensors. To allow newly deployed
sensor to authenticate existing sensors, the new sensorseatoaded with the previousi Merkle roots that
were generated for prior deployments. Given that sensors & loaded with these roots by the trusted source,
they can now authenticate the keys of sensors deployed ovehé previousi generations orl i generations
in the future.

The second issue that needs to be addressed is how an existisgnsor can generate a new set of au-
thenticatable keys to broadcast in subsequent deploymentslif a sensor continues using the same keys for
every initialization phase, this gives the attacker the chance to learn more of the sensor's preloaded keys. If
the attacker records previously heardLREQ / LREP handshakes, then it may be able to break existing link
keys as more of the preloaded keys are learned. Also, we seekavoid using | extra storage per sensor.
Thus, we present a scheme which requires only +21 1 extra storage per sensor. To do this, the Merkle
tree generated in Section 6.2.2 is modi ed to be a two-level Mrkle tree as follows.

Each sensor is again loaded with unique, secret values. However, rather than use these valadirectly

as keys to broadcast, they are used to create a hash chain to gerate key values. Speci cally, each sensor

applying a one-way hash function,Hyey , to each of these secret values. Thus, the rst key broadcast when
the sensor is initially deployed isHey (Svi) and the last key broadcast during the sensor's rst initial ization

procedure isH ey (SV!). When a new batch of sensors is deployed, the existing sensmust generate keys to

created by applying the one-way hash functionHe, to each of the svj2 values. So, the rst key broadcast
for the second initialization procedure isHyey (SvZ) and the last key is Hyey (SV2). Figure 6.15 illustrates
this process. Note that in between initialization procedures, a sensor needs store only secret values rather
than | keys.

Now that we have speci ed a way for a trusted source to generat each of a sensor's sets of keys each
in advance while using only storage on the sensor, we must create the Merkle tree used tauthenticate
the Bloom lter for each set of keys. To do this, we extend the Merkle tree discussed in Section 6.2.2 by

making each leaf node the root of another Merkle tre€. Thus, each sensor in a given deployment generation

8Though this structure is actually just one larger Merkle tre e, we refer to it as a two-level tree for ease of explanation.
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Figure 6.15: Key generation from secret values for incremeal deployment. Kji denotes thej -th key broad-
cast by a sensor in thei-th initialization phase. Hyey is a one-way hash function andHs, is a di erent hash
function that is not necessarily one-way.

has its own unique second Merkle tree. This second Merkle teehas| leaf nodes, one for each of the

authenticated Bloom lters corresponding to its key sets. Each sensor is then loaded with the 2 1 nodes
from its second Merkle tree to authenticate its Bloom Iters along with the Ig N nodes from the primary
Merkle tree to authenticate the root of its second Merkle tree.

An example of a two-level Merkle tree is shown in Figure 6.16.In this example, N = 4 and | = 4.
Without loss of generality, consider the second sensor in th deployment. It is loaded with the four Bloom
lters necessary to authenticate its key sets,BF?, BFZ, BFZ, and BF?. The lters are then hashed to
form the leaves of its local Merkle tree. This local Merkle tree is constructed as described in Section 6.1.4
to generate rootR,. This process is repeated for the three other sensors as wellsing these four roots as
leaves, the primary Merkle tree is constructed with root Rg. The second sensor is then loaded with all the
nodes from the subtree rooted atR, as well as the IgN nodes from the primary tree necessary to authenticate
root Rg. The sensor must be loaded with all of the nodes rooted aR» in order to ensure each of itsl Bloom

Iters can be authenticated.

6.6.2 Path Diversity

In this section, we explore another type of diversity that can be used to further improve our protocol. Ideally,

we would like to take scenarios where our protocol achievesay, 99% secure links and augment the protocol
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D = Hu (BFZjiBF2)

Figure 6.16: Two-level Merkle tree for incremental deploynent. In this example, we have four sensors and
four Bloom Iters per sensor for the sets of keys on that devie. BF|' refers to the Bloom lter for the keys
of the i-th sensor for thej -th initialization procedure.

to get, say, 99.9999% secure links. Thus, we consider the idef path diversity, illustrated in Figure 6.17.
In this example, assume that the link betweenU and V is compromised, but all the links on the paths
Uu! Al vandUu! B! C! V aresecure.U can send a keyki, alongtheU ! A! V path and a
key, ko, alongtheU! B! C! V path. V could then create a secure link keyk,, by combining k; and
ko (e.g.,kuw = ki k). Provided that the intermediate sensors are trusted,U needs to have only one path
to V that has all secure links in order to form a secure key.

We note that this is similar to the multipath reinforcement s cheme proposed in [90]. However, in [90],
multipath reinforcement was proposed to combatnhode compromise. By contrast, our path diversity scheme
aims to addresslink compromise. Thus, generally, multipath reinforcement algrithms need to discover node
disjoint paths whereas we need discover only link disjoint aths. A node disjoint algorithm guarantees link
disjointness, but a link disjoint algorithm need not necesarily nd a node disjoint path. However, we have
found that there is little bene t to considering paths longer than two hops (i.e., using a shared neighbor
of U and V) and the algorithm complexity increases signi cantly. In t his case, node disjointness and link

disjointness between two nodes are equivalent.
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Figure 6.17: Example topology for demonstrating path divesity.

Analysis:  Given a that links are secure with probability® p, the probability of using one shared neighbor

for path diversity increases the probability that the link i s secure to:

Pr[Link secure using one shared neighbor]=1 (1 p)(1 p?
(6.7)

=pl+p p?

If 2-hop paths via N shared neighbors are used, we get:
Pr[Link secure usingN shared neighbors]=1 (1 p)@@ p?)N (6.8)

The bene t from using longer link disjoint paths can be considered by looking at the scenario where there

are N shared neighbors andV 3-hop paths:
2 3

N shared neighbors are compromised an
pr ° P Tow ova a oM (6.9)
at least one ofM 3-hop paths is secure
Simulation Results: To test path diversity, we augmented our ns-2 code to determine the link security

if shared neighbors are used. We did some testing using 3-hgmaths between two nodes. To do this, we
performed the Hopcroft-Karp matching algorithm [110] on the bipartite graph generated with one set of
vertices consisting ofu's one-hop neighbors and the other set of vertices consistinof v's one-hop neighbors

(where u and v are the nodes that are using path diversity). Hopcroft-Karp nds the maximal matching on

9We note that this analysis assumes independence among link ¢ ompromises which is not always true. Later we use simulation s
to determine the e ectiveness of path diversity when correl ations may exist in link compromises.
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a bipartite graph, resulting in the discovery of the maximum number of 3-hop paths betweenu and v. Our
simulations showed virtually no improvement from using 3-top paths over using two-hop paths, so we did
not further pursue methods of nding longer link disjoint pa ths.

In Figure 6.18, we show an example scenario from one run whengsing path diversity does e ectively
reduce link compromise from over 10% to zero. Note that in th§ gure, the y-axis is inverted from our
graphs in Section 6.4 and now shows the fraction ofompromised links. The x-axis is the number of shared
neighbors a link is allowed to use to try to improve their secuity. This demonstrates that it can be useful

to use more than one shared neighbor.

0.12

0.1

0.08

0.06

0.04

Fraction of Connected Links
That Are Compromised

0.02

Number of Shared Neighbors Used

Figure 6.18: Example topology that bene ts from path diversity.

However, when averaging over multiple runs, we found that itis di cult reach 100% security when some
fraction of the links are initially compromised. Figure 6.19 shows an example where the fraction of secure
links in the network plateaus regardless of how many paths & used. Thex-axis is the maximum number
of shared neighbors that a link is allowed to use to try to improve their security.

Unfortunately, we discovered that it is di cult to reach 100 % link security even when the initial fraction
of secure links is relatively high. To investigate why, we loked in more detail at the (c = 2; = 40) case.
From Figure 6.8, we see that these parameters give a high fréion of secure connectivity that is still less
than one.

Table 6.5 shows how path diversity a ects ve individual run s. Each run used the same input parameters
except for the random seeds used to generate the topology andin the simulations. Of the three runs
that did not result in all links being securely connected, two of them improve to one when just one shared

neighbor is used. However, in Run 2, the topology never becoas completely securely connected regardless
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Figure 6.19: Security improvements using path diversity.

of how many shared neighbors are used. Instead, it plateausfter one shared neighbor is used at 0.978.

Table 6.5: Fraction of connected links that are secure usinghared neighbors.

Run Number Maximum number of shared neighbors used
0 | 1 | 3 | 7
1 1.0 1.0 o 1.0
2 0.968 0.978 D 0.978
3 1.0 1.0 o 1.0
4 0.989 1.0 D 1.0
5 0.982 1.0 L 1.0

The reason for this is that some topologies are compromisedish that some sensors are partitioned from
their neighbors with respect to secure links. For example,n Run 2, we discovered the topology shown in
Figure 6.20. The dashed lines represent compromised linksd the solid lines represent secure links. In this
example, we see thatA can used shared neighbors to form a secure key witB, but cannot form one with
E or F since the compromise is such that there exists a partition. 1 E, F, and H do not have any other
neighbors, then it is impossible forA to form a secure key with any of them regardless of how much pét
diversity is allowed.

In conclusion, our research in path diversity has shown that

Path diversity can improve the security of some links in our key distribution protocol. Depending on

the topology, in can make all links secure.

132



Figure 6.20: Example topology of network security partition. Dashed lines are compromised links and solid
lines are secure links.

Path diversity's utility in making all links secure in a wide variety of networks is limited due to the

security partitions which can occur in large randomly deployed topologies.

Finding the maximum number of link disjoint paths beyond two hops increases algorithm complexity

signi cantly and gives little improvement over exclusively using two-hop paths.

6.7 Summary

In this work, we have proposed a novel method of symmetric kegstablishment for a sensor network that uses
channel diversity, as well as spatial diversity, to create ink keys for one-hop neighbors. Establishing such
keys is important because public keys are computationally gpensive for many sensors. Sharing a symmetric
key with neighbors allows for secure aggregation as well asaBh chains authentication, for example.

Via analysis and simulation, we show that our protocol perfoms well in network connectivity and re-
silience to colluding malicious devices compared with preilous work. One result is that using evenone extra
channel for broadcasting keys during the initialization phase signi cantly improves security. From a numer-
ical perspective, our simulations demonstrate that our prdocol can achieve over 90% connectivity among
neighboring sensors with link keys that are uncompromiseden when 80% of the devices in the network are

malicious and collude.
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Chapter 7

Conclusion

In this dissertation, we have considered the problems of sang energy and security in multihop wireless
networks. In Chapter 1, we discuss that wireless networkingis a rapidly growing area and discuss the
advantages o ered by multihop wireless. We then quantify the importance of the energy-e ciency problem
by presenting data that shows: (1) the energy density of bateries has shown little improvement in recent
years and (2) the radio interface can be a major source of engy drain, particularly in devices with little
or no displays (e.g., cell phones and sensors). We also argtleat security research is of great importance
in this domain due to the ease with which the channel can be taped and the resource constraints faced by
many wireless devices. In Section 1.1, we outline the majorantributions of this dissertation.

Having demonstrated the relevance of the problems that we a addressing, we next propose techniques
to address energy e ciency and secure symmetric key distrilntion. In Chapter 3, we propose techniques that
reduce wasteful listening while checking for signals to wa up a device's radio. In particular, we propose using
carrier sensing to make wake-up signal checking more e cienfor both in-band and out-of-band protocols.

In Chapter 4, we use adaptive sleeping and listening to imprae the energy e ciency of in-band protocols.
This compliments our previous work [27{29] that used adaptive techniques for out-of-band protocols.

Chapter 5 focuses on energy e cient broadcast disseminatio in power save networks. In particular, we
propose a probabilistic protocol that allows users to redue energy consumption while maintaining a desired
latency and reliability. Additionally, we implemented our protocol in TinyOS [11] to test it on readily
available sensor hardware.

In Chapter 6, we address security in sensor networks by propging a pairwise symmetric key distribution
protocol. Unlike previous work, we propose using the undeyling channel diversity to address the problem.
In doing so, our protocol shows signi cant improvements in @nnectivity and resilience to adversaries when

compared to other protocols.
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7.1 Future Work

In this section, we brie y mention areas of future work basedon our thesis. We outline four directions|two

in energy e ciency and two in security.

Implementation and testing in an application context: Most of our work is tested in simulation with
controlled tra ¢ patterns. To truly quantify and qualify th e bene ts of our power save protocols, an im-
plementation would be bene cial. As with the implementatio n of our broadcast protocol in Section 5.3,
we anticipate that many design decisions do not manifest thenselves in simulation. Additionally, this

would provide code that users in need of power save could run.

Power save for multichannel and multi-interface protocols With the emergence of devices and protocols
that use multiple channels and/or are equipped with multipl e interfaces [137{139], it may be interesting
to determine how power save can be used in this realm. All of auenergy e ciency work focuses on
either devices with a single channel or two interfaces (one fowhich is used exclusively for control
messages). While such scenarios are of interest since theyeawidely used, considering the more
general case of how to design power save protocols for deviceith k channels andm interfaces may

be a promising area of future work.

Quantifying the tradeo s of public key exchange versus symetric key approaches in sensor networks:
As mentioned in Section 2.3, we think that the research commuity could greatly bene t from a rigorous
comparison of using public key exchange on sensors versugthure symmetric key approaches emerging.
While public key computation does have high computation ovehead when compared with symmetric
key operations, they provide many advantages. Public keys i@ much more secure in binding a key to
an identity and have much less memory and communication ovdread. Fully exploring such metrics

would help determine under what circumstances not using pulic key exchanges is more e cient.

Exploring other techniques that use diversity for security In Chapter 6, we have proposed a method
to use channel diversity for security in sensor networks. Taditionally, the focus of wireless diversity is
on performance [137{139] instead ofsecurity. A potential area of future work is considering other uses
of diversity for security (e.g., transmission power, chan®l bitrates, multiple interfaces and channels).

Looking at applications of such diversity to security is a promising area of future work.
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Appendix A

Carrier Sensing Modi cations to
Handle Synchronization Errors

In this section, we show the correctness of the modi cationsto CS-ATIM discussed in Section 3.1.1. As

mentioned previously, we assume that the node's clocks arelsays within seconds of each other. Thus,
represents the maximum error between the clocks of any two nodes in the network. The modi cations,

shown in Figure A.1, are as follows. Without loss of generaty, we assume that a node with the fastest clock

in the network begins the current beacon interval at time T¢o. Thus, the latest a node's beacon interval can

begin is:
Tso= Tio+ (A.1)

2+ Tes Taw S
Dummy TX —_—
Fastest Cloc
Dummy TX . .| .
Slowest Clock. |

T§ 3 3+ Taw X
Carrier Sense .| N
Fastest Clock . || 1 T
Carrier Sense ', .., — |
Slowest Clock: | |

Figure A.1: CS-ATIM time synchronization. The shaded area cenotes a dummy packet being sent. The
slanted lines represent the ATIM window when ATIM packets can be transmitted. The wavy lines denote
when data packets can be transmitted.

To account for , nodes that have no packets to advertise must wake up seconds after the beacon
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interval is scheduled according to their local clock. Thus,a node with the fastest clock carrier senses the
channel from time:

Ti1=Tiot (A.2)

until:

Tio=Trg+ Tes

(A.3)
=Tio+ + T
A node with the slowest clock carrier senses the channel frortime:
Ts1 = Tso +
(A.4)
= Tf ot 2
until
Tso = Ts1+ Tes

(A.5)

TfO"’2 + Tcs

For a node that has packets to advertise, it begins transmiting the dummy packet when the beacon
interval begins according to its local clock and transmits the dummy packet for 2 + T.s time. Thus, a node

with the fastest clock transmits its dummy packet from time:

Tz = Tio (A.6)

until:

Tea=Tio+2 + Tgs (A7)

SinceTi3<Ti1<Ts2<Tigand Ti3 < T < Ts2 = T4, nodes with the fastest clock and nodes with the
slowest clock are both guaranteed to carrier sense this dumynpacket for the speci ed T¢s length of time. A

node with packets to advertise with the slowest clock will transmit its dummy packet from time:

Tsz3 = Tso (A8)

= Tf0+
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until:

Tsa=Tso+2 + Tes
(A.9)

=Tio+3 + Tes

SinceTsz = Ti1 <Tf2<Tss and Ts3 < Ts1 < T2 < Tsa, Nnodes with both the fastest and slowest clocks will
carrier sense this dummy packet for the speci ed time, Ts.

If a node without packets to advertise detects the channel ite at the end of the T¢¢ time, it will return to
sleep. However, if the node detects the channel as busy, it Wiremain on for an additional 3 + T, time,
as show in Figure A.1, for reasons explained below. For a nodihat doeshave a packet to advertise, it will
begin sending ATIM packets seconds after it nishes transm itting the dummy packet. During this time
gap between the end of the dummy packet and the beginning of tb ATIM window, the node may receive
packets and reply with ACKs, however, it may not send any ATIMs or data packets during this time. At
the end of the ATIM window T,, seconds later, the node waits another seconds before it stas sending
data packets. Again, during the time gap, the node may receive and reply with ACKs, but may not send
ATIMs or data packets. For a node with the fastest clock, it is guaranteed to be on from timeT; 4 (the time

it nished transmitting the dummy packet) until:

Tis=Tia+2 + Taw

(A.10)
=Tio+t4d + Test+ Taw
A node with the fastest clock is allowed to transmit during its ATIM window which starts at time:
Tre = Tra+
(A.11)
=Tio+3 + T
and ends at time:
Tr7=Tie+ Taw
(A.12)
=Tio+3 + Tes+ Taw
For a node with the slowest clock, it is guaranteed to be on fra time Ts4 until:
Tss = Tsa+2 +  Taw
(A.13)

Tf0+5 + Tcs+Taw
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A node with the slowest clock is allowed to transmit during its ATIM window which starts at time:

Tse = Tsa+
(A.14)
=Tio+4d + Tes
and ends at time:
Ts7 = Tse + Taw
(A.15)

=Tio+4 + Tes+ Taw

BecauseT; 4 < Tsg < Ts7 = Tt5, a node with the fastest clock is guaranteed to be listening dring the
entire ATIM window of a node with the slowest clock. Similarly, becauseTss = Tfg < Ti7 < Tss, @ node
with the slowest clock is guaranteed to be listening after is dummy packet transmission during the entire

ATIM window of a node with the fastest clock.
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Appendix B

Minimum Energy Routing Proof

Sections B.1, B.2, and B.3 give instances of known NP-compie problems [140,141]. We use these for the

reduction in our proof in Section B.4.

B.1 Steiner Tree Problem ( ST)

INSTANCE:  An undirected graph G = (V;E), an edge cost functionc : E ! N, a subsetS V of

required vertices.

SOLUTION: A subtree of G that includes all the vertices in S. This is called a Steiner tree. Note that

vertices in V nS may be included in the Steiner Tree and are calledsteiner vertices

MEASURE: Sum of the edge weights in the subtree.

B.2 Steiner Tree With Unit Edge Weights Problem ( ST-UE )

A proof to show that ST is NP-complete is based on a reduction from the exact coverim by 3-sets prob-
lem [140]. TheST proof [140] answers the following decision problem: givenraundirected bipartite graph
G = (V;E), a subset of verticesS V, and an integer B, is there a treeT in G that spans all of the S
terminals and has at mostB edges?

By design, the ST proof [140] shows thatST is NP-complete even if the cost functionisc: E ! 1. Thus,

we know that even though ST-UE (de ned below) is a limited case of ST, it is still NP-complete.

INSTANCE:  Anundirected graph G = (V; E), an edge cost functionc: E ! 1, asubsetS V of required

vertices.
SOLUTION: A subtree of G that includes all the vertices in S.
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MEASURE: Sum of the edge weights in the subtree.
We can see that the measure irST-UE is equivalent to the following measure:
MEASURE 2: The number of edges in the subtree.

Trivially, minimizing the number of edges in a subtree also ninimizes the number of vertices in the

subtree sinceVr = E1 + 1.

B.3 Steiner Tree on Bidirected Graphs ( ST-BG )

Any instance of ST (which, of course, includesST-UE) can be reduced to ST-BG by replacing every
undirected edgee; 2 E with two directed edgese; and g; ! and giving both of the directed edges the same
cost as the original undirected edge. Then, any one node i, which we denoter, is chosen as the root

Thus, the ST-BG problem (also called the Steiner arborescence problenj140]) is de ned as follows?

INSTANCE: A bidirected graph G = (V;E), an edge cost functionc: E ! 1, a subsetS V of required

vertices, and a root vertex,r.
SOLUTION: A directed subtree of G such that there exists a path fromr to every vertex in S.

MEASURE: Sum of the edge weights in the subtree.

The corresponding decision problem is: given an instance d&dT-BG, is there a solution such that the

sum of the edge weights is less thaiV ?

B.4 Minimum Energy Routing for Multilevel Power Save ( MER )

We now de ne the MER problem and show that it is NP-complete using a reduction fran ST-BG. As
described in Section 4.2, we only consider the latency indwa by the power saving protocol because this
delay tends to be larger relative to contention and queuing @lay in the networks that we consider. Thus,
the I; term mentioned below is only a function of a node's power savstate and not a function of the number

of ows that it and its neighbors are forwarding.

1The notation ej denotes an edge betweeni and j in the undirected case and a directed edge from i to j in the directed
case.

2In the undirected case, declaring a root is unnecessary sinc e every node can reach every other node in the tree. In the
directed case, we specify a root to create a structure which e nsures that the root can reach every other node in the tree.

3We skip the general de nition of ST-BG, where c: E ! N, and just focus on the version with unit edge weights.
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INSTANCE: A bidirected graph G = (V;E), a set of ows F (i.e., a set of source-destination tuples), a
maximum end-to-end latency threshold for a pathL, and k the number of power save states available
to each node. Each power save state has an associated latenty and energy consumption,g; (where
1 i k) Fori<j,li ljandg ¢. When anodeisin PS statei, its energy consumption isg;

and the latency cost of all its incoming edges isgl;.

SOLUTION: A set of power save states for each node such that each ow ik can be routed without L

being violated for any of the ows.
MEASURE: Sum of the energy consumed by the power save state (i.eg;) of each node in the network.

The decision problem that we use forMER is: can we assign power save states for an instance BIER
such that the sum of the energy consumed by the power save statof each node is less thaiy ?

It is easy to verify that MER is in NP. Given a set of PS states for each node, all of the link @sts in the
network can be xed (i.e., the appropriate value of |; for all incoming links to a node). Then, we do shortest
path routing on the weighted graph obtained by using latencies as edge weights for each ow i and verify
that the cost of each path is less thanL, which can be done in polynomial time. Additionally, we verify that
the sum of all the power save states is less thalt which can be done in polynomial time.

For convenience, we consider a special case MER where:
k=2
oo=1land g =0
l;=1and I; = jV]j
L=jvj 1
All ows originate from one sender

A ow is capable of satisfying the latency constraint. This can be checked inpolynomial time by
placing all nodes in their highest energy state and computig a ow's shortest path cost. If this cost

is greater than L, then we can immediately decide that the instance ofMER is unsolvable.

By showing that the above special case oMER is NP-complete, we will have proved the generaMER
problem to be NP-complete. We do so with a reduction fromST-BG. We show that given any instance of
the ST-BG problem, it is possible to construct an instance of theMER problem such that the instance of
ST-BG has a total edge weight less thanV if and only if the MER instance has a total energy consumption

less thanW + 1.
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Given an instance of ST-BG, we convert it to an instance of MER as follows. The graph,G, from ST-BG
is used as the graph iInMER. The root, r, from ST-BG is the one sender in our special case MER and
each vertex inST-BG's S set corresponds to a receiver irMER.

Now, we need to show that an instance ofST-BG has a total edge weight less tharWW if and only if the

correspondingMER instance has a total energy consumption less thaiw + 1.

If ST-BG Has Total Edge Weight <W : Then, we select all of the nodes irST-BG's subtree to remain
in PS state 1 while all other nodes are put in PS state 2. Sincehte cost of each edge in the tree is 1
and there can be at mostjVj 1 edges in the tree, then the latency must be less than or equab L.
This is because each of the selected nodes has an incomingdaty ofl; = 1 and there can be at most
jVj 1 edges in the tree since there arg/j nodes total. Thus, the total latency is at most L = jVj 1.
Since there must be at mostW 1 edges in the subtree, there can be at mostV nodes in PS state 1

and, thus, the sum of the energy consumption in the network idess thanW + 1.

If MER Has Total Energy Consumption <W +1 and the Latency L = jVj 1. Then, all the nodes
on every routing path must be in PS state 1 or else the latency wuld be greater than L (since one
node in PS state 2 would make the latency at leasiVj > L ). Thus, each node on the routing paths is
using one unit of energy. Therefore, if the total energy congmption is less than W + 1, then at most
W nodes in the network are using one unit of energy and the soueccan reach all receivers. Since the
source, each receiver, and all intermediate nodes on the pla¢ form a tree with at most W nodes, we

have a subtree with at mostW 1 edges.
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Appendix C

PBBF Interfaces and Packet Formats
In TinyOS

C.1 Packet Formats

C.1.1 SimplePbbfMsg

typedef struct SimplePbbfMsg {
[* Source can be either the broadcast source or a predefined U ART address */
uintl6_t source;
/* A broadcast sequence number that is unique per source */
uint8_t seqno;
/* How many hops the packet has traveled from the broadcast so urce */
uint8_t hopCount;
/* The p value that the node should use */
uint8_t pval;
[* The q value that the node should use */
uint8_t gval;
/* The r value that the node should use */
uint8_t rval;
[* Sequence number of the test run for this packet */
uint8_t runSeqno;
[* Timestamp for stats (granularity = 1/921.6 kHz) */
uint32_t latency;
} __ attribute ((packed)) SimplePbbfMsg;
/* packed attribute removes field padding on Mica2 architec ture */
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C.1.2 PbbfStatsMsg

typedef struct PbbfStatsMsg {
/* Source ID of the node reporting the stats */
uintl6_t nodeld;
[* Total amount of data packets sent by SimplePbbfBcast */
uintl6_t totalDataSent;
/* Total amount of data packets resent according to the r para meter */
uintl6_t totalDataResent;
[* Total data packets received by SimplePbbfBcast (include s duplicates) */
uintl6_t totalDataRecv;
[* Total application level packets received (duplicates su ppressed) */
uintl6_t totalAppRecv;
/* Average end-to-end latency from broadcast source to this node */
uint32_t avglat;
/*****
* Fraction of time the node's radio was not sleeping
* 0=0%, 255=100%, uniform spacing between
*****/
uint8_t fracOnTime;
[* Sequence number of the test run for which stats are being re ported */
uint8_t runSeqno;
} _ attribute  ((packed)) PbbfStatsMsg;
/* packed attribute removes field padding on Mica2 architec ture */

C.1.3 UARTMsg

UARTMsg can be of type either SimplePbbfMsg or PbbfStatsMsg

C.2 Interfaces

C.2.1 PBBF Interface

interface PbbfControl {
/*****
* Each parameter can be set to one of 11 discrete values corres ponding
* to probability values between 0.0 and 1.0 spaced uniformly
*****/
command void setPLevel(uint8_t);
command void setQLevel(uint8_t);
command void setRLevel(uint8_t);

}

interface PbbfNotifier {
[* Signals PBBF module when a sleep decision needs made */
event result_t sleepDecisionPoint();
/* PBBF tells the signaling module whether or not to sleep */
command void setSleep(bool);
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C.2.2 Broadcast Send Interface

interface BcastSender {
[* Used by the application to send a broadcast packet */
command result_t send(TOS_MsgPtr);
event result_t sendDone(TOS_MsgPtr, result_t);

C.2.3 Stats Handling Interface
interface PktStats {

[* A packet was sent, bool tells whether it was a control packe t ¥
command void SentPkt(bool);

[* A packet was received, bool tells whether it was a control p acket */
command void RecvdPkt(bool);

/*****

* Collect the stats from the received packet. uint32_t is the
* latency of the packet since it was sent by the source.
*****/

command void HandleRecvdStats(TOS_MsgPtr, uint32_t);

[* Signal that the stats have been handled */

event result_t HandleRecvdStatsDone(TOS_MsgPtr);

}

interface RadioPktStats {
[* Signal to the stats module when the radio switches on and of f*/
event result_t radioPoweredOn();
event result_t radioPoweredOff();

}
interface ReportStats {
/*****
* Used by the stats collection module to transmit collected s tats
* back to the sink.
*****/

command result_t ReportStats();
event result_t ReportStatsDone(result_t);

}
interface PbbfStats {
/*****
* Signal to the stats module when PBBF sends a packet twice
* according to the r parameter.
*****/
event result_t didSecondSend(TOS_MsgPtr);
}
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C.2.4 Control Packet Handling Interface

interface Networklnit {
/*****
* Signals a component when a control packet has
* been received to initialize the current test run
* for an application. The input parameters gives a
* unique sequence number to identify the test run.

*****/

event result_t islnitialized(uint8_t);

}
interface PktHandler {
/*****
* When a control packet is received, pass it to the
* control packet handling module.
*****/
command result_t handle(TOS_MsgPtr);
event result_t done(TOS_MsgPtr, result_t);
}
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