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Abstract— Driven by the need to improve network capacity,
there is a growing interest for dynamically utilizing spectrum
over a wide range of frequency bands. The available spectrum is
typically divided into multiple channels. Past work on designing
protocols for multi-channel wireless networks has assumed that
all channels are homogeneous. However, channels that are located
in widely separated frequency bands exhibit considerable hetero-
geneity in transmission ranges, data rates, etc. In this paper,
we identify the impact of channel heterogeneity on network
performance, and motivate the need to account for channel
heterogeneity while designing higher layer protocols. We present
some approaches for managing heterogeneity, and propose hiding
most of the channel heterogeneity from higher layers by designing
suitable channel abstractions.

I. INTRODUCTION

Recent years have seen significant increase in the use
of wireless networks that operate in unlicensed spectrum
using standardized wireless technologies (e.g., IEEE 802.11
[1] based networks). A common mode of communication in
many wireless networks involves single-hop operation with
infrastructure support, though multi-hop operation is being
considered in emerging network architectures, such as mesh
networks. However, a fundamental impediment to building
large multi-hop networks has been the insufficient network
capacity, due to the limited spectrum available for unlicensed
use.

One proposal for alleviating the scarcity of spectrum is by
dynamically utilizing existing licensed spectrum with spec-
trum agile “cognitive radios” [2]. Cognitive radios are being
envisioned that allow secondary users to co-exist with the
primary users of the licensed spectrum. Secondary users may
use the spectrum only when such use does not interfere with
primary user’s communication. This requirement implies that
the spectrum that is available for use varies with time (i.e.,
dynamically changes), and is dependent on the load imposed
by the primary users. There are several research initiatives for
building cognitive radios that can opportunistically identify
free spectrum, and designing medium access control and link
layer protocols that utilize the available spectrum (e.g., see
[3], [4]). When dynamic spectrum access networks operate in
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a multi-hop fashion, several other challenges arise at higher
layers of the protocol stack that need to be carefully considered
before the full performance benefits can be realized. The focus
of this paper is to highlight some of the research challenges
from the perspective of higher layer protocol design.

The available spectrum is typically divided into multiple
channels [1]. There are several proposals for using multiple
channels in wireless networks (c.f., [5]–[14]). However, ex-
isting proposals for using multiple channels typically make
several assumptions that may fail to hold in dynamic spectrum
access networks. For example, most proposals assume that
the set of available channels is static, i.e., the channels
available for use is fixed at the time of network initiation.
Since cognitive radios may allow the spectrum available to
change dynamically, the set of channels may dynamically
change as well. Furthermore, existing proposals often assume
that the available channels are “homogeneous”, i.e., different
channels have similar range and support similar data rates.
The homogeneity assumptions are broken when different chan-
nels may be located on widely separated slices of frequency
spectrum with different bandwidths, and different propagation
characteristics. Thus, there is a need to design higher layer
protocols that suitably manage the (possibly) “heterogeneous”
channels supported by a cognitive radio.

The rest of the paper is organized as follows. In Section II,
we identify the impact of dynamic spectrum access on higher
layer protocols, and motivate the need for developing simple
abstractions for hiding heterogeneity in Section III. In Sec-
tion IV, we provide an example to highlight the possibility
of benefiting from channel heterogeneity, and conclude in
Section V.

II. PROTOCOL DESIGN CHALLENGES

Cognitive radios are being designed that opportunistically
utilize spectrum across a wide range of frequency bands,
thereby providing for a large set of frequency-separated chan-
nels. The set of available channels in such dynamic spectrum
access networks may be “heterogeneous”, i.e., different chan-
nels may support different transmission ranges, data rates,
delay characteristics, etc. Furthermore, the set of available
channels itself may change with time, depending on traffic



imposed by the primary user. In the rest of this section, we
illustrate the impact of heterogeneous transmission ranges and
changing channel set, on higher layer protocols.

A. Heterogeneous transmission ranges

Transmission range of a channel is informally the maximum
distance up to which a packet transmitted by a node on that
channel may be successfully received. The exact region over
which a transmission can be received may have a complex
shape (although circular regions are often used as approxima-
tions) that depends on channel propagation characteristics, ob-
structions, etc. Wireless transmissions on different frequency-
separated channels can suffer varying amounts of frequency-
dependent path loss, multi-path effects and attenuation [15].
Since channels supported by a cognitive radio may be located
on widely separated slices of frequency, different channels may
experience significantly different propagation characteristics.
In addition, FCC regulations may specify different limits
on the maximum allowed transmission power for different
frequency bands. As a result, different channels may support
different transmission ranges. Furthermore, on account of
variable attenuation and multi-path effects, a channel with
longer (average) transmission range may not cover all the area
covered by a channel with a shorter transmission range.

Unequal transmission range may affect the performance of
many existing higher layer protocols. Therefore, it may be
beneficial if the range of different channels is equalized. One
way to equalize the transmission range of different channels
is to reduce the transmission power on channels with longer
range, such that all channels have the same range as the
channel with the shortest range. However, this approach may
be excessively conservative, and limiting the transmission
range of all channels to that of the shortest range channel may
break network connectivity. Furthermore, choosing appropriate
transmission powers for equalizing the transmission range of
different channels may not be feasible when there are time
varying differences in propagation characteristics of different
channels brought about by fading, multi-path effects, etc.

Using different modulation schemes on different channels
may be another approach toward equalizing the range of
different channels. Different modulation schemes require dif-
ferent Signal-to-Noise ratios (SNR) for successfully decoding
a packet. Therefore, on any given channel, while using a fixed
transmission power, the distance over which a packet can be
successfully decoded is dependent on the modulation scheme
used. However, even if range is equalized using this approach,
the transmission range of the whole network will reduce to the
range of the shortest range channel (with the channel with the
shortest range using the lowest possible modulation rate to
maximize its range). Furthermore, using different modulation
schemes on different channels results in data rate differences
across channels, which will also complicate protocol design.

Existing multi-channel protocols often assume that a node
has a common neighbor set on each channel, where informally,
neighbors of a node X on some channel c are all nodes

that X can directly communicate with on channel c. In a
homogeneous multi-channel network, where all channels have
the similar propagation characteristics, a node X can reach
the same set of neighbors on any of its channels. However, in
a heterogeneous multi-channel network, a node may be able
to communicate with different (potentially overlapping) set of
neighbors on different channels, and therefore, whether a pair
of nodes can communicate with each other is dependent on
the channel that will be used for the communication.

Distributed multi-channel protocols often need to exchange
control information, such as routing information or channel
usage information, among all the neighbors. A node may
be able to send data to a neighbor only if certain control
information (such as a neighbor discovery packet) has been
previously exchanged with that neighbor. Typically, such con-
trol information is often sent out as broadcasts, which can then
be received by all neighboring nodes.

In networks using cognitive radios, the number of available
channels can potentially be large, and a single radio may only
be able to operate over one channel at a time. Since each node
typically has few radios, a broadcast packet sent by a node is
received by its neighbor only if the packet was sent on one of
the channels on which the neighbor was listening to. To ensure
every neighbor receives a broadcast packet, one possibility
is to send a copy of the broadcast packet on every channel.
However, sending a packet on every channel may be quite
expensive when the number of available channels is larger
than the number of available radios [11]. In this scenario,
when all channels have the same range, a commonly used
optimization is to exchange broadcast packets on one common
broadcast channel, and all nodes, by design, are required to
always listen to the broadcast channel (any channel can be
used as the broadcast channel because all channels have the
same range). However, when different channels have different
ranges and different (possibly overlapping) neighbor sets, it
may be necessary to exchange broadcast packets on all, or a
large set of channels to ensure every neighbor receives a copy.
This can significantly increase the cost of broadcast and has
to be carefully accounted for in protocol design.

One possible solution for reducing the cost of broadcasts is
to carefully identify a small subset of channels which cover
the neighbors of a node on all channels, and use this subset of
channels for exchanging broadcast packets. Implementing this
solution will require the development of new techniques for
efficiently identifying the set of neighbors of a node on any
given channel, under the constraint that there are few radios
and a large number of channels. Another possible solution is
to carefully restrict the set of nodes higher layer protocols
communicate with to neighbors on a specific channel, and
always send broadcasts only on that channel. This will ensure
that nodes with which data communication takes place are only
those nodes that can receive the broadcast (control) informa-
tion. The key drawback of this approach is the possibility of
not using certain communication links which could otherwise
have improved network performance.
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Fig. 1. Impact of range heterogeneity

We illustrate the impact of range heterogeneity with a
simple example. Figure 1 considers a network with three nodes
A, B, and C. Suppose two channels are available, with channel
1 having a longer range than channel 2. Also, assume that
communication on link A-B is possible only on channel 1,
while communication on links A-C and B-C is possible over
both channel 1 and channel 2. Suppose node A is discovering
a route to B. If channel 2 is used for route discovery (i.e.,
exchanging control information), then the direct route between
A and B on channel 1 will not be discovered. On the other
hand, if channel 1 is used for route discovery, but channel 2 is
preferred for data communication, then data communication
is only possible through route A-C-B, but route discovery
may select route A-B. Therefore, when different channels
have different ranges, restricting control operations (e.g., route
discovery) on a specific channel may be sub-optimal. However,
exchanging control information on all channels may be quite
expensive, especially when the total number of channels is
large.

B. Dynamic changes to available channel set

The set of available channels in dynamic spectrum access
networks may vary with time, based on the spectrum usage of
primary users. It is possible to hide the changing channel set
from higher layer protocols by using suitable MAC and link
layer protocols. For example, [4] proposes a new architecture
that uses a link layer protocol to discover neighbors over a
common control channel. Data communication with a neighbor
is over an appropriate channel, and the channel used for data
communication may vary with time. Therefore, the channel
to use for communicating with a neighbor is hidden from the
higher layer protocols.

While a link layer approach is quite attractive by hid-
ing the complexity of managing a changing channel set, it
may introduce unwanted side-effects that affect performance.
Changes to the set of available channels can change the
set of neighbors of a node. However, if the channel set
information is managed at the link layer, higher layer protocols
may not be aware of any change in the reachability of a
neighbor. For example, considering Figure 1, suppose that A is
communicating directly with B over channel 1. Now, suppose
that channel 1 is no longer available (say, the primary user
is now using that spectrum), and instead a new channel 3
is available (say, some other primary user has now stopped
transmitting). If the MAC protocol hides this change to the
available channel set from a higher layer routing protocol,
then data traffic may still be routed along A-B. However, if

channel 3 has a shorter range than channel 1, then B is no
longer directly accessible from A, leading to route breakage.
On the other hand, suppose that channel 3 has a longer range
than channel 1, but supports a lower data rate. Then, higher
throughput may be possible if data is sent from A to B over
route A-C-B (if channel 2 supports a significantly higher data
rate than channel 3), instead of using route A-B. Therefore, for
achieving good performance, there may be a need to expose
changes to the available channel set to higher layer protocols.

III. DESIGNING CHANNEL ABSTRACTIONS

In the previous section, we have argued that wireless net-
works with heterogeneous channels require the development
of new higher layer protocols. However, new protocols may
need to obtain new types of information about the channels
from lower layers. It is an important research challenge to
identify what information has to be exported to higher layers,
and developing clean interfaces for exporting the information.

Cognitive radios can be used to opportunistically utilize
available spectrum, and may offer a wide range of features,
ranging from dynamic channel selection to controlling transmit
power. Exposing all the details of channels supported by the
cognitive radio to higher layer protocols will significantly
increase the complexity of higher layer protocols. Therefore,
it is necessary to develop simple abstractions of cognitive
radios that can represent all the supported features. Such
a standard representation is especially useful in developing
generic protocols that operate over the cognitive radios.

Many higher layer protocols often only require support for
identifying the set of neighbors on each channel, and the “cost”
of reaching a neighbor. In general, we will use the term “con-
figuration” to describe one setup of a channel. For example,
one configuration may use channel 1 and transmission power
of 10 mW. Another configuration may use channel 2 and
transmission power of 1 mW. A cognitive radio may support
many such “configurations”, wherein each configuration is one
valid combination of available parameters, such as channel of
operation, power to use on the channel, data rate supported by
the channel, etc. The notion of configuration offers a generic
way of representing a wide and varying set of features that may
be supported by a cognitive radio. Higher layer protocols may
need information about the set of available configurations, set
of neighbors reachable through a configuration, and the cost
of using a configuration. The interface between the cognitive
radio and higher layers should be designed to allow the higher
layers to query for configuration information, as well as set
the configuration to be used for transmitting a packet.

Since a configuration is composed of multiple features,
it may be difficult to quantitatively compare two different
configurations. For example, it may be possible for some node
A to communicate with a node B using channel 1 and 10
mW power at 1 Mbps rate, and using channel 2 and 100
mW power at 2 Mbps rate. It is not immediately clear which
configuration is better. If the desired goal is to minimize energy
consumption, the first alternative may be preferable. On the



other hand, if the goal is to minimize transmission time, the
second alternative may be preferable. Often, the appropriate
choice is application-specific. However, it is still important
to provide a small set of metrics to quantify the cost of a
configuration. For example, one possibility is to measure the
cost of a configuration as some weighted combination of data
rate, transmission delay, energy consumed, etc. Higher layer
protocols may be allowed to control the choice of weights
based on the importance of different parameters.

In this section, we have presented some directions for
abstracting channel information from higher layers. It is an
avenue for future work to develop mechanisms for quantifying
the cost of different configurations, and developing abstrac-
tions for cross-layer exchange of configuration information.

IV. EXPLOITING HETEROGENEITY

Heterogeneity can be managed by designing mechanisms
that hide most of the heterogeneity from higher layer protocols
(as discussed in Section II). In addition, channel heterogeneity
can also be exploited in innovative ways to enhance network
performance. In this section, we provide one example to high-
light the possibility of benefiting from channel heterogeneity.

When different channels exhibit different characteristics,
they can be used to support different operations. For exam-
ple, channels situated in low frequency bands (where less
bandwidth is available) may support low data rates, but have
a longer transmission range. On the other hand, channels
situated in high frequency bands may support high data rates,
but have a shorter transmission range. Now, consider a mobile
ad hoc network that can use such heterogeneous channels.
In such networks, routes break when nodes forming the end-
points of a link move away from each other. Route failure
frequently requires a new route to be discovered, and while
a new route is being discovered no data communication is
possible. Higher layer protocols, such as TCP, are adversely
affected by such interruptions to data communication. For
example, when a route fails, TCP may timeout and reduce its
congestion window, and even after a new route is discovered,
there is a delay before TCP starts sending data at a high rate.

To overcome poor TCP performance, the network can
maintain two routes for any pair of communicating nodes
[16]. One route uses shorter-range higher data rate channels,
and is normally used for data communication. The second
route, called “backup route”, uses longer-range lower data rate
channels, and is used to provide connectivity when the higher
data rate route fails. When a higher data rate route breaks,
possibly on account of node mobility, it is likely that the lower
data rate route is still available, as it uses longer range links
(between two nodes, longer range link may still be present
when the shorter range link has failed). Until a new higher
data rate route is discovered, the lower rate “backup route”
can be used for data communication. Since data can still be
sent at a lower rate over the backup route, TCP does not
timeout, enabling faster TCP recovery when a higher data rate
route becomes available. In this fashion, channel heterogeneity

can be exploited using specialized protocols to improve TCP
performance.

In general, although channel heterogeneity introduces sig-
nificant protocol design challenges, it may also offer many
opportunities to develop innovative solutions that enhance
network performance.

V. CONCLUSION

In this paper, we have highlighted some of the higher layer
protocol design challenges with dynamic spectrum access
networks. The opportunistic utilization of available spectrum
leads to various forms of channel heterogeneity, and managing
this heterogeneity is a key research challenge. We described
how channel heterogeneity can be addressed by a combina-
tion of solutions that may be distributed between lower and
higher layers of the protocol stack. We motivated the need
for developing simple channel abstractions to allow higher
layers to manage channel heterogeneity. We also illustrated
the possibility of using channel heterogeneity in innovative
ways to improve network performance.
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